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Resumen: En este artículo mostraremos cómo las técnicas de clustering pueden aportar evidencia empírica para una caracterización de los Marcadores del Discurso (DMs) que contribuya a superar la falta de consenso y reduzca el coste de construcción de los recursos de PLN basados en DMs. Hemos establecido una noción de prototipicalidad de DMs comparando las clasificaciones de corpus anotado manualmente y automáticamente, a partir de la cual podemos obtener clasificaciones fiables a partir de corpus anotado automáticamente.
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Abstract: In this paper we will show how clustering techniques provide empirical evidence for a characterisation of Discourse Markers (DMs) that helps in overcoming the lack of consensus and reduces the cost of building NLP resources based on DMs. By comparison of classifications from hand-tagged and unsupervised corpora we are capable of grounding a notion of DM prototypicality, from which reliable classifications can be obtained from fully unsupervised corpora.

Keywords: Discourse Markers, Clustering, Discourse

1 Motivation

Some approaches to automated discourse processing rely on shallow textual clues to obtain a representation of discourse that is useful for a determined NLP task. Cue phrases such as because, although or in that case, usually called Discourse Markers (DMs), are among the most popular, because they are highly informative of discourse structure and they can be treated satisfactorily with shallow NLP techniques.

As a drawback to their low processing cost, work concerning DMs usually implies labour-intensive description and encoding of the information associated to them. In addition, a lack of consensus on the delimitation and characterisation of DMs has precluded re-usability of these costly resources.

Data-driven methods seem capable of motivating a DM classification at a low cost and partially avoiding the bias of human judges. Among the possible forms of characterising DMs, a hierarchical classification has the advantage of allowing for consistent procedures of information encoding, which can be automated and significantly reduce the cost of encoding information associated to DMs, while increasing its consistency.

The following section presents the basis of data-driven classification of DMs. After that, the data and clustering tool are described (Section 3). In Section 4, we present the classification obtained from a hand-tagged corpus, which we then extrapolate to automatically tagged corpus (Section 5). In Section 6, we discuss our results and sketch some future work, to finish with some conclusions.
2 Data-driven DM characterisation

The underlying hypothesis of data-driven DM characterisation is that DMs with a similar behaviour in naturally occurring text will correspondingly have a similar behaviour as to the discourse processing instructions they elicit. As follows, an automated classification of discourse markers according to features describing their occurrences in texts will mirror a taxonomy of the same items as discourse processing devices.

The main goal of clustering techniques is to identify partitions in an unstructured set of objects described by certain characteristics. Those partitions or classes contain similar objects according to some criteria, usually a distance or similarity function. Classes are expected to be different from each other, although sometimes they are not, since the method always produces classes, even if they don't exist in the domain. If the classes can be semantically interpreted by the human analyst, all the objects in a class can be considered together as a whole, and consequently treated in the same way.

Most of the previous work on obtaining data-driven DM characterisation relies on hand-coded examples (Siegel and McKeown, 1994; Litman, 1996; Di Eugenio, Moore, and Paolucci, 1997; Kim, Glass, and Evens, 2000). Common to the techniques of clustering and classification based on examples is their capacity of abstracting from a high number of examples and dealing with extensive sets of describing features. The main difference is that classification relies on pre-classified examples. As said before, there is no standard on DMs to guide classification of examples, so any work based on a priori classifications of DMs will be controversial. In contrast, a hierarchical clustering algorithm can provide an objective, data-driven classification of DMs with an only source of bias, coming from the characterising features associated to the objects to be clustered.

Moreover, previous approaches to DM classification are oriented to knowledge requiring tasks, such as NLGeneration (Di Eugenio, Moore, and Paolucci, 1997; Kim, Glass, and Evens, 2000). For these tasks, the targeted characterisation of DMs has to be very rich, often beyond the capacities of existing NLP tools. That's why the learning examples are usually hand-coded, which supposes that the number of examples available for learning will be subordinated to the cost and capacities of tagging by human analysts.

However, a more shallow account of DMs can be useful for NLP tasks such as information retrieval (Corston-Oliver and Dolan, 1999), text summarisation (Ono, Sumita, and Miike, 1994; Marcu, 1997a) or even for obtaining a hierarchical structure of discourse (Marcu, 1997b). Such a shallow account can be obtained fully automatically, thus offering the portability and scalability needed for real-world applications. Trying to avoid the bottleneck of hand-coded examples, we have tried to obtain a satisfactory characterisation of DMs which can be applied with no need for manual tagging.

3 Experiment

3.1 Discourse Markers

We clustered occurrences of 577 Spanish DMs, including cue phrases and syntactical structures. These DMs were gathered from previous work on DMs for NLP (Marcu, 1997c; Knott, 1996), and specific approaches to DMs in Spanish: grammatical (Martín Zorraquino and Portoles, 1999), computational (the lexicon of the MACO morphological analyser for Spanish (Carmona et al., 1998)) and from a corpus study. They are described in an electronic lexicon by syntactic, discourse segmental and rhetorical information (see Table 1), oriented to obtaining a representation of discourse that is useful for automated text summarisation.

Each DM instance to be clustered was described by a set of 19 features, upon which the clustering tool evaluated similarity (see Table 2). The choice of features was motivated by previous research on classification of DMs (Siegel and McKeown, 1994; Litman, 1996; Di Eugenio, Moore, and Paolucci, 1997), which suggests that discourse structural features (level of embedding, segment markedness, surrounding words, orthography) are useful for describing DM behaviour. We additionally included features productive in the DM lexicon, like syntactical or rhetorical categories, taking care that they did not completely determine the classification.

A number of other possible features, such as verbal tense or argumental structure, were

5 We worked with 784 expanded forms corresponding to 577 basic cue phrases
not considered for various reasons. In the first place, we restricted the number of describing features because they increased the complexity of the objects to be clustered and of the clustering solutions, which overloaded the clustering tool. Moreover, only those features were included that could be obtained automatically, either from the DM lexicon mentioned above or by shallow text processing tools. This permits to work with a high number of DM instances, which would have an unaffordable cost if the defining features had to be obtained manually.

3.2 Corpus
We extracted 68,275 random paragraph-sized occurrences of DMs from a corpus of 5.5 million words of balanced Spanish text (LEX-ESP) and 10.5 million of newspaper text.

To obtain some of the contextual features listed above, the corpus was morphosyntactically analysed (Carmona et al., 1998) and unambiguous intrasentential discursive segments and DMs were identified by an automated discourse segmenter (Alonso and Castellón, 2001).

All the used text processing tools prioritise precision over recall. However, no disambiguation of DMs was performed, so that their relative degree of markedness could be reflected by their raw occurrences in text. As a consequence, the recall of the discourse segmenter was enhanced, so that all words that were formally identical to a DM in the lexicon were categorised as such, regardless of their ambiguity as to their discursive or sentential function. This increased recall implied a decrease in precision, with an error rate of 38%. Most of the mis-analysed words are relatives and coordinating conjunctions, very ambiguous and very frequent at the same time.

To assess the impact of this error rate, we obtained a random sample of the corpus containing 280 words which had been automatically categorised as DMs, and worked with three versions of it: in a fully automatic corpus, we worked with the whole of the 280 might-be-DMs, in the other two, only the 172 actual DMs were considered. From these two, the automatic tagging information untouched and the hand-tagged corpus was manually revised. Classifications from hand-tagged corpus served as a comparison ground to interpret classifications from automatic corpora.

3.3 Clustering Tools
The software used to perform the cluster analysis of DMs is Klass+ (Gibert, 1997), an autonomous clustering tool oriented to ill-structured domains. It applies an ascendant hierarchical method that builds classes iteratively clustering the most similar pair of objects at each step. The underlying cluster algorithm is chained reciprocal neighbours (De Rham, 1997), which is not order depending, so the final tree is always the same regardless of the objects ordering.

Similarity is calculated according to some distance measure or transformation. Klass+ permits to work with different distances and similarity coefficients, including mixed distances that enable simultaneously working with categorical and numerical variables. In this application, $\chi^2$ metric was used.

Klass+ organises objects in a binary tree and the number of final clusters may be decided after the clustering. It offers some interpretation-oriented tools for helping in the analysis of the clustering results: using a heuristic criterion, it can recommend the best number of classes, it provides the prototypical description and the distribution of the variables for every class, either in numerical or graphical way, and it can identify characteristic variables (Gibert, Cortés, and Rodríguez-Roda, 2000; Gibert, Ahuja, and Cortés, 1998), which can be used to identify the meaning of the final classes.

4 Establishing a Comparison Ground
The DMs described with the features obtained from the hand-tagged corpus were clustered and a hierarchical tree was found.
<table>
<thead>
<tr>
<th><strong>in-lexicon features</strong></th>
<th><strong>possible values</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>DM form</td>
<td>Form of the DM</td>
</tr>
<tr>
<td>Rhetorical content</td>
<td>RST-like values: Enablement, cause, circumstance, comparison, concession, etc.</td>
</tr>
<tr>
<td>Syntactical type</td>
<td>Adverb, anaphoric, coordinating, preposition, non-personal, subordinating</td>
</tr>
<tr>
<td>Rhetorical type</td>
<td>Connector, chainer, nucleizer, organizer, satellizer</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>contextual features</strong></th>
<th><strong>possible values</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Occurrence in initial sentence</td>
<td>yes/no</td>
</tr>
<tr>
<td>Occurrence in final sentence</td>
<td>yes/no</td>
</tr>
<tr>
<td>Occurrence in initial segment</td>
<td>yes/no</td>
</tr>
<tr>
<td>Occurrence in final segment</td>
<td>yes/no</td>
</tr>
<tr>
<td>Position of DM in segment</td>
<td>Initial, middle, final</td>
</tr>
<tr>
<td>Previous word</td>
<td>Grammatical category of the following word</td>
</tr>
<tr>
<td>Following word</td>
<td>Grammatical category of the following word</td>
</tr>
<tr>
<td>Level of embedding</td>
<td>1, 2, 3, 4, 5, 6</td>
</tr>
<tr>
<td>Kind of segment of occurrence</td>
<td>Segments given by the discourse segmenter§</td>
</tr>
<tr>
<td>Kind of parent segment</td>
<td>Segments given by the discourse segmenter§ and sentence of occurrence</td>
</tr>
<tr>
<td>Kind of previous segment</td>
<td>Segments given by the discourse segmenter§</td>
</tr>
<tr>
<td>Kind of following segment</td>
<td>Segments given by the discourse segmenter§</td>
</tr>
<tr>
<td>Negation in the segment of occurrence</td>
<td>yes/no</td>
</tr>
<tr>
<td>Negation in the previous segment</td>
<td>yes/no</td>
</tr>
<tr>
<td>Negation in the following segment</td>
<td>yes/no</td>
</tr>
</tbody>
</table>

§ The segments identified by the discourse segmenter are: adjectival, adverbial, apposition, unmarked string, coordinated, marked weak, marked strong, non-personal, literal, marked, parenthetic, prepositional, relative

Table 2: Defining features of DMs for clustering

Using Klass+ recommendations, a classification consisting of 3 classes was firstly obtained. The descriptive tools proposed by Klass+ showed that negation and segment-contextual features perturbed classification, so they were left out of the objects’ descriptions and the analysis was repeated.

4.1 Interesting Levels of Partition

At the 3-class level, classes are defined as:

1. **Extra-sentential** DMs are typically phrases outside the scope of a sentence carrying macro-structural discourse information, characterised by segment-middle position.

2. **Rightwards directed** DMs are grammatically integrated in the sentence, and syntactically linked to the segment at their right.

3. **Bi-directional** DMs are also grammatically integrated in the sentence, but they are equally attached to the text at each side of the DM.

As the number of classes increases, so does the number of characterising features, approaching the granularity of the descriptions by human analysts. An organisation of DM features can be mapped to a hierarchy of features ordered by their characterising power, mappable to a hierarchical classification of DMs. This hierarchy is now briefly presented.

4.2 Feature Relevance

Some of the features in the initial set, like **occurrence in initial/final segment** or **sentence** were not found to be characterising at any level of granularity, since they present very similar distribution in all the classes (see Figure 1, left). In contrast, characterising features, like **position of the DM in the segment**, present different values across classes, thus constituting a distinguishing variable of the class, which can be used to identify it either totally or partially (see Figure 1, right).

DM classes can be organised in a hierarchy that accounts for the characterising function of features at different levels of partition. This hierarchy is organised as follows:

1. At the topmost level, **position of the DM in the segment** distinguishes DMs occurring mainly in segment initial position from those in any other segment position.

2. DMs integrated in the sentence are further distinguished by **level of embedding**,
When they are clustered, they form stable classes, with a meaningful core of features.

5 Extrapolation from
Hand-Tagged to Unsupervised Corpus

As a result of errors in the automated tagging process, DMs in automatically tagged versions of the corpus have wrong values for some of the attributes. Moreover, the fully automatic corpus contains some words that are incorrectly categorised as DMs. To assess the impact of these errors in automatic clustering, the two sets of objects from the two automatic corpora were clustered, and the resulting classifications were compared to the ones obtained from the hand-tagged corpus.

The underspecification of content-poor, unprototypical DMs is found to be the main cause for the differences between hand-tagged and automatic classifications. Unprototypical DMs tend to perform a sentential function, so they are more grammaticalised and less marked in naturally occurring language. Consequently, there are few textual clues upon which a shallow NLP tool such as the discourse segmenter could disambiguate their discursive or sentential function. Since this tool prioritises precision over recall, elements that cannot be safely described are left underspecified.

5.1 Comparison of Hand-Tagged vs. Automatic Corpus

Figure 2 presents the comparison between classifications from hand-tagged and automatic corpora. Class 2 in the automatic classification can be considered an equivalent to the class of right-directed, since it is mainly constituted by DMs classed as right-directed in the hand-tagged classification. In contrast, at first sight, classes 1 and 3 seem not to be comparable.

However, if we consider content-poor DMs as a factor of divergence between hand-tagged and automatic corpora, and in the corresponding classifications, Class 1 can be taken as an equivalent to the class of extra-sententials in hand-tagged classifications. Some bi-directionals, underspecified by the automated tagging process, have come to share some characterising features with extra-sententials, like middle segment position in unmarked segments. Therefore, they are grouped together in Class 1.
Figure 2: Difference of DM classes in classifications from hand-tagged and automatic corpus

Something similar happens to Class 3, which is mainly constituted by underspecified DMs. This class is best explained as grouping together content-poor DMs, very similar not only by rhetorical content, but also by their lack of characterising contextual or structural features. So, three meaningful classes can be identified in the automatic classification: **Extra-sententials** (Class 1), **Rightwards directed** (Class 2) and **Content-poor** (Class 3).

### 5.2 Comparisons with Fully Automatic Corpus

A third version of the corpus was clustered with all the might-be-DMs that had been detected automatically, including non-DMs, that is to say, instances of words which are formally identical to a DM but which are performing a sentential function. At first sight, this cluster analysis did not seem successful, because classes could not be interpreted by human analysts. The resulting classification presented some meaningless classes, and the feature hierarchy outlined in Section 4.2 was only partly recognisable.

We compared the classification from the fully automatic corpus to the two previous ones. In order to make classifications comparable, hand-tagged and automatic classifications were extended with an additional class containing all non-DMs in the corpus. The 8-class level of partition resulted the closest to evidence correspondences between classifications.

As can be seen in Figure 3, classifications from hand-tagged and fully automatic corpora do not seem to be comparable, except for classes 6 and 7, which are mainly composed of right-directed DMs in both classifications.

In contrast, classifications from automatic and fully automatic corpora show a higher degree of correspondence. In Figure 4, we can see that classes 6 and 7 can still be interpreted as composed of right-directed DMs. Moreover, classes 3 and 5 can now be interpreted in terms of DM prototypicality, as containing mostly unprototypical DMs, namely, non-DMs and content-poor DMs. In all classifications, extra-sententials (Class 4 in fully automatic) are grouped together with content-poor bi-directionals because, as we have said, the automatic tagging process produces an underspecification on their characterising features, which become very similar to those of extra-sententials.

We can see that, when a set of DMs and non-DMs is clustered, content-poor DMs are grouped together with non-DMs, thus evidencing that content-poor DMs are more similar to non-DMs than to prototypical DMs. However, they also show some similarity with prototypical DMs, as can be seen in Class 5 of Figure 4, mainly constituted by unprototypical DMs, but also containing some right-directed, prototypical DMs. Therefore, it can be argued that DM prototypicality is better explained gradually than as a binary distinction between DMs, with discursive function, and non-DMs, with sentential function, in contrast to the general practice in classification of DMs.
6 Discussion

The results of clustering are only useful if they can be semantically interpreted by the human analyst. However, while the classification obtained from a hand-tagged sample of the DM instances was meaningful, classifications of the same DM instances that were not manually revised were hard to interpret. Even when the organisation of DMs presented in Section 4 had been established, it was hard to recognise it in classifications of fully automatic corpora.

By comparing three classifications with varying degree of manual revision, the elements causing the differences between classifications could be identified. Differences were due to errors in the automatic tagging process and to the underspecification of DMs with low or none DM-prototypicality. When some of the causes of perturbance are removed, like in the automatic classification, where non-DMs are excluded, the organisation of DMs is much more comparable to the one in Section 4. Once the perturbing elements have been isolated, classifications of fully automatic corpora can be re-interpreted, and corpus samples with no manually revised correlate can be successfully analysed.

Preliminary experiments with other corpus samples show that the organisation of classes and features described in Section 4 can be recognised across classifications from fully automatic corpus. Consistent classes can be found at the 6- or 8-class level of partition. Further work includes an extensive analysis of fully automatic corpus, applying resampling techniques to make bootstrap-oriented clustering.

The comparison of different kinds of classifications has evidenced semantic relations between DM features that can help in characterising them more adequately. For example, in automatic classifications, extra-sententials are grouped together with content-poor bidirectional content because the latter are underspecified by the automated tagging process. However, some segment-structural features (kind of segment, level of embedding) could help in discriminating them, providing a better account of their organisation. However, the similarity metric used for clustering relies exclusively on syntactic information, and it fails to capture such semantic relations. Nonetheless, semantic information can be incorporated to clustering by clustering based on rules (Gibert, Aluja, and Cortés, 1998). This method, which Klass+ implements, allows finding the structure of an ill-structured dataset by introducing a semantic bias. Further work includes implementing the semantic relations discovered so far by rules.

7 Conclusions

Our work shows the utility of clustering as a portable and scalable technique for discourse processing technologies. We have shown that DMs can be satisfactorily described by features obtained from a fully automatic process. Comparison of classifications with varying degree of manual revision adequately assesses the impact of the error rate of the automatic tagging process, so that meaningful DM classes that can be identified across samples.

The classifications found by Klass+ have clearly delimited DM classes defined by a stable core of features with varying degree of specificity, which can also be expressed in terms of a hierarchy of features. This hierarchy can ground a classification of DMs that enables the use of inheritance for reducing the cost of encoding information associated to them, while guaranteeing consistency. It has also proven useful in a lexical acquisition approach to DMs, to build a tool for DM extraction (Alonso, Castellón, and Padró, 2002).

We have proposed the concept of gradual prototypicality as an alternative to the classic binary distinction between sentential and discursive function of DMs (Hirschberg and Litman, 1993), by comparing classes across different kinds of classifications. We have found that prototypical DMs show a stable behaviour across classifications, and are classed according to a meaningful set of features, whereas unprototypical DMs fluctuate across classifications and are classed together with non-DMs, if there are any. This empirical ground can be useful to delimit the concept of DM.
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