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g. Introduction

Clauses such as

{1} a. who works for John
b. for whom Fred works lef
¢. whose book Mary loves Lel

1

are called relative clauses {or adjective clauses in traditronal grammar).

A relative clause contains a relative prenoun such as who, whom, whose, or

whith, and modifies & nominal constituent, the relative pronoun's

antecedent. Thus the above act as modifiers in the noun phrases

(2} a. the man Lwho works for Johnj
b. the man {for whom Fred works]
¢. the man lwhose book Mary loves}

Relative clauses exhibit the phenomena of anaphora and ‘movement' . A
characterlzatlon of relative clauses must address the question of the rela-
tion between relative pronouns and their antecedents. It must also relate a

clause such as (1b), which shares 1ts structure with the topicalized sen-

tence
{3) For Alfred Fred works lel

to the canonical sentence form:

(&) Fred works for Alfred

Throughout this paper I use "Iel"™ to mark extraction sites.



Note that the movement that can occur 1n relative clauses 1s unbounded, for

example 1in
{5) The man whom lsPete believes LSCathy works for lLel)l}l laughed

the noun phrase position occupied by the relative pronoun has been extracted
across twoe S nodes., The relative clause data that 1s considered in this

paper 13 described more fully 1n section 1.

Generalized Phrase Structure Grammar {GPSG)}, Combirnatory Grammar (CG),
and Head-driven Phrase Structure Grammar (HPSG) are three frameworks within
which, 1t 1s claimed, the syntax and semantics of natural language can be
captured. In this paper I examine how the syntax of relatlvg clauses can be
characterized under the three frameworks. As has been said, relative
clauses are of interest because they exhibit the fundamental phenomena of
apaphora and movemént. GPSG, CG, and HPSG are con51de?ed rnteresting frame-
works to compare because of differences in viewpoints on feature percolation
and on the distribution of information between the syntactic and lexical
components. Thus whale GPSG6 and HPSG assume feature percolation, €6 does
not, and while GPSG records subcategorization information in syntactic

rules, HPSG and CG record it an lexical entries.

There are two ways in which an attempt has been m#de to make the com-
parison of the formalisms discaplined. Firstly the frameworks are required
to cover exactly the dame data: secondly they are required to cover it un
complete detail. Thls second requirement 1s ensured by implementing the

grammars constructed under the three frameworks.



The syntactic sade of each framework is outlined in section 2. Syntac~
tic analyses obtained for some relative clauses are given 1n section 3, and
in section 4 the manner in which relataive clauses are joined to their
antecedents 1s considered. In section 5 the GPSG, CG, and HPSG grammars
required to cover the data under consideration are summarised, and their
wmplementation rs discussed. The implemented grammars are given in the
appendices along with sample output. The paper concludes in section & Wl;h
a comparison of the three formalisms and an outline of a new framework which
extends what appear to be the best i1deas but also differs rad;cally from all

three frameworks.



1. Data to be covered

A classification of the relative pronouns that are considered in this paper
1% given in frg. 1. This classification may not match all idiolects, for

example many people use who 1n accusative positions:

(6} ~who Bill works for tel

and whom 1n nominative positions:

{17) whom I believe le) died

Such cases would be admaitted 1Ff who, and whom, like which, could be accusa-

2
tive as well as nominative .

Case Gender
who nominative masculine, feminine, or common
whom accusative masculine, feminine, or common
which nominative or accusative neutey
whose possessive masculine, feminine, Or common
Figure 1

s e iy o o o e i e o M o b U e

However admitting (7} by such a move would also admit say

i} whom likaegs Lee



The relative clauses

{8} a. who works for John
b, whom Bill works for le}

are used rn this paper as examples of relative clauses containing nominative
and accusative relative pronouns and are the first two clauses that are

analysed in section 3. The other three relative clauses considered there

are

{39} a. whose book Mary loves le)
b. for whom Fred works le}
¢. a picture of which exists

These exhibit pired piping: the relative pronouns are properly embedded 1in
the subject or left-extracted constituents, Such embedding can proceed to

any depth; consider

(10) L a picture of LN

NPwh a brother of luP

a friend of whoml}] hangs

Puh wh

on my wall

Fig. 1 also classifies the relative pronoun antecedent genders. The

pronoun whach must have a neuter antecedent and who, whom, and whose must

3
have non-neuter ones . Thus for example

Obtatning (7} may require something more subtle.

It might seem approprate to make 2 binary animate/inznimate distinc-
tion,  however because the finer masculine, feminine etc. distinction would
be needed te provide a syntactic account of reflexive pronouns, [ feel that
we should acknowledge here the finer distinction that will ultimately be
needed.



{11) a. the man/woman/person whom I like
b, *the man/woman/person which I like
c. the man/woman/person whose house 1 like

4

{12} a. *the book whom I like
b. the book which 1 like
¢. *the book whose cover I like

The gender aspect of relative pronouns 1s considered in section 4 where
incorporation of the antecedent 1is consxderéd. Another issue addressed
there 15 whether the antecedent 1s a noun phrase, as pronoun antecedents
usually are, or a smaller nominal constituent such as a Nom lﬁ of X-bar s;n-

tax}, or a Noun. In appositive relatives, r.e. those with comma intonation

such as that in
(13]) Susan, who lives in Brazil, loves to rumba

it 1s clear that we have a noun phrase antecedent. In restrictive
relatives, such as all the other examples given so far, the 1ssue 18 not sa
clear; semantically things are simpler if determiners combine after relative
clauses, 1.e. 1f relative clauses combine with a constituent smaller than a

noun phrase, but in section 4 I argue for noun phrase antecedents,

The above outlines the data to be addressed in this paper. Phenomena
not addressed include free relatives and relative pronoun omission, Free
relative pronouns {headless relatives, or compound relatives in traditional

grammar) such as whoever frequently seem to include their own antecedents.

“%% 45 ysed to indicate that a sentence is judged wungrammatical. e
will be used in a similar way %o indicate that the grammaticality or ungram-
maticality of a sentence is uncertain. Noate that I am using "sentente  in a
loose semse: I am not assuming that a sentence is necessavily grammatical.



(14) Whoever wins will receive thlsg prize

corresponds to

(15} He who wins will receive this praize

Relative pronoun omission such as that possible in
(15} the man fwhom} I like .

can occur when (and only when) a relative clause has a left-extracted con-

stituent consisting only of a relative pronoun:

{17) a. The man who works for John laughed
b. *The man works for John laughed

i18)

-]

The man |whom] Bill works for ie}l laughed
b. The man B:r1l)l works for laughed

The man lwhose bookl] Mary loves Lel laughed

(18) a.
b. *The man book Mary loves laughed
{20) a. The man |for whomj Fred works le} laughed

bh. *The man for Fred works laughed

The pronoun that appears to be similar to which xn taking both nomana-

tive and accusative positions (though 1t may have any gender antecedent):

(21) a. the man that 8111 works for (e}
b. the brick that hit me

However there 1s an interesting difference; that cannot do pred pipang:

{22} *The person for that Fred works Llel 1s a tyrant

This eleventh hour observatlioh must remalh unpursued.

10



Finally, because relative clauses involve unbounded dependencies a com-

plete account would have to cover subject extractionh such as that in
{23) The man who I believed le} had died stood before me

and parasitic gaps such as that in

t24) The papers which I filed lel waithout readang Lpl were crucial
Parasitic gaps cannot appear on their own:

125 *The papers whach I filed them without reading Lpl were crucral
but their hosts can:

(26} The papers which I flleé le] without reading the titles were crucial

Unfortunately 1t 1s not possible to consider subject gaps and parasitic

gaps, and their many constraints, here.

1



2. 0Qutiine of the formalisms

The major source of reference for GPSG 1s Gazdar, Klein, Pullum and Sag
{1985), henceforth GKPS. For €6 I have worked from a paper by Steedman,
‘Combinatory Grammars and #ar331t1c Gaps® which s still an preparation; I
will refer to this as STDMN. My main source of reference for HPSG 1is

Pollard’'s (1985) "Lectures on HPSG', henceforth POLL.

2.1. Categories, category labels, and categorv classes

In all three formalisms, a synt;ctlc category 1s understood to be a set of
feature specifications: feature/feature-value ordered pairs, such as {<maj,
np>, <numb, plur>}. Such a set can also be viewed as a function with domain
the set of features for which there are feature/feature-value pairs {see
GKPS pp.24-5). Thus 1f ¢ 1s {<maj, np>, <numb, plur>}, then clnumb) = plur.
Following GKPS (note 1, pp.40-1) the objects such as "{<maj, np>, <humb,
plur>}” used to represent categories (e.g. 1in rules and on trees) will be
called category labels. Assoc;atad with a category 1s what will be called a
category class: a set of expressions - the expressions which bear that

category.

The features which are used for GPSG, CG and HPSG in sections 2-4 of

this paper are listed in their entirety in fig.s 2 and 35. Each feature is

12



followed by round brackets enclosing

50 the value-set of GPSG s AGR is the set of all GPSG categories,

value-set of HPSG s SUBCAT

categories.

Features are

ite value-set. “cat’

is the set of all stacks

referrad te as atom-valued,

tlists)

means category,

and the

of HPSGH

category-valued, or

Ltnguistic
dimensgion
nominal
verbial
Xebar level
peraocn
number

case

verh form
prepesition
form

subject present

wh-pronoun
present

wh-pranoun type

relative
pronoun present

GPSE
Ni{+, -}
Vt{*n "]')

BAR{{O, 1, 21)
PERI{Y, 2, 3}}
NUML{SE, PL}}
CASE({NOM, ACCH)

VFORM{{BSE, FIN,
PAS., PRP., PSP}

INF,
PEORM({far, of, ...}}

SUéJI{*. -h

WHicat)

WHHOR{{R, §. FR, EX})

£h

PERILY, 2, 2})

HPSE

PEAL{1, 2, 3}
HUMLI{SG, PLY})
CASE{{NOM, AEC))

VFORMI{BSE,
PAS, PHP,

FIN,
PSP}

INF,

PFORMI{far, of, ...}

RELlstack of cgtl

In section & an additional feature,

NUM{{S6, PL}}
CASECL{NOM, ACE}}
VFORMU{BSE, FIN, INF,
PAS, PRP, PSP}}
PFORMI{for, of, ...}}
for gender, is added.



Linguistzic
dimension
agreement
subcategoriz-~

ation prapert-
res

possessive

realized as
empty straing

gap present

syntactic type

determiner

GPSG

AGR{cat)
SUBCATI({t, 2,
u{that, ...,
and, both,
POSSE{+, ~})

NUuLLi{{+, ~-})

SLASH{cat)

DET{{+, -}

.hi

Figure 3

ca

slashicat pair)

NP, S, PP, N,
AP, 57 VP

HPSG

SUBCATistack of cat)

SLASHistack of cat)

MAJ{{N, V, P, A, DET})

stack-valued according to the type of their values.

Note that the absence

of a feature generally means that the information will be represented some

other way, not that there 1s no means of representing the information.

In order that GPSG, HPSG and C6 can be properly compared,

1t 1s neces-

sary that they all be requared teo provide analyses to the same level of

detail.

the theories ag presented 1n the sources of reference.

upen below.

14
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The grammar presented in GKPS does not include determiners. They could
be i1ncorporated by treating them as adjectives, however I have posited a
feature DET to mark for determiners. In GKPS PLU{{+, -}) 1s used for

number. I have used NUM{{SG, PL}} 1n all three formalisms.

I have not seen any account of CG which actually i1nvokes features for
all of person, number, case, preposition form, and verb form but I think my
use 18 fairly uncontroversial. POLL combines person and number ainto a sin-

gle feature AGR and does not mention case; again I trust that the embelish-

ments here are an no way a corruption of the spirit of the theory.

There is a slight prbblem of ambiguity of category labels to which 1
would now like to draw attention. Suppose 1t 1s asserted that "you is
{<ma3, np>, <pers, sec>}”. The feature for number 1s not mentioned in this
category label. 1Is it being asserted that you belongs to that category
‘class the category for whach does not have number in 1t; domain, or are we
asserting that you belongs to all category classes for which maj = np and
pers = sec, and for which number has any value. The problem can be phrased
as$ follows: 13 a category label lacking a feature to he interpreted as mean- .

ing the category undefihed for that feature, or the set of categories uncon-

strained for that feature?

When a category label appears in a lexical entry or on a tree 1t is
mmportant that 1ts significance be clear. It would be my preference to
adopt the “unconstrained' anterpretation, but we would not want {<maj, np>,

{pers, sec>} to be interpreted as unconstrained for a verb form feature -

15



noun phrases should be undefined for such a feature. So we would want to
know the domain of a category in order to know whether a feature absent in
the category label 1s unconstained or undefined. Intulrtavely it 1s natural
to suppose thaﬁ categories of the same major type are defined over the same
domazin (I will call this the ‘constant domain’ hypothesis), so that we would
want to define domains for each major syntactic category type, and then 1f
an absent feature 1s xn this domain 1t 1s unconstrained, 1f it 18 not then

1t 1s undefined. '

As will have been noticed, this discussion has proceeded in the sub-
junctive mood. The problem 1s that the interpretation of category labels
that I am proposing 1s really a hypothesls about what a grammar should be
like, in particular 1t is closely akin to the ideas of unification grammars.
The pattern I have proposed can be imposed on CG and HPSG and I do so in
this paper - the domains used 1n sectiens 2-4 are defined in fig. 48 - but
1t 1s not entirely in accord with GPSG. For example in GPSG a wh-pronoun,
which is a noun phrase, will be speclfied for WHMOR, which tells what kind
of wh-pronoun 1t 1s. But 1t would not make sense for other noun phrases to
be defined for this feature because they are not any kind of wh-pronoun.
Agaln, there 1s a "feature co-occurence restriction’ (see below) an GPSG
that tells us that a category cannot be defined for both WH and SLASH, yet
~on different occasiong noun phrases, prepositional phrases and sentences may

be defined for either feature. Thus the 'constant domain’ hypothesis cannot

The feature for gender introduced in gsection & and used in section "5
will be in the N and NP domains of CG, and the N demain of HPSE.

16



Combinatory Grammar Head~driven Phrase Structure Grammar

ma‘jor domain major domain

syntactic type syntactic type

NP {NUM, PER, CASE} N {NUM, PER, CASE,
SUBCAT, REL, SLASH}

pp {PFORM} P {PFORM, SUBCAT, REL,
SLASH)

S {vFORM} ) {VFORM, SUBCAT, REL,
SLASH})

VP {VFORM}

N {NUM}

Figure &

be maintained in GPSG.

2.2. The formalisms

GPSG, CG and HPSG are outlined in sections 2.2.1, 2.2.2, and 2.2.3 respec-

tively.

2.2.1. Dutline of Generalized Phrase Structure Grammar

GKPS uses several abbreviatory devices for category labels. These are
necessary because category labels can get very clumsy without them (as we
will seel), but the abbreviations can confuse matters 1f one 1s unfamiliar

with GPSG to start with. I have decided to write out categories in full

17



whilst outlinaing GPSG& in this section. The abbreviations are introduced at

the end of this section and are used thereonwards.

A GPSG grammar has faive components: feature co-occurence restrictions,
immedrate dominance rules, linear precedence statements, metarules, and
feature specification defaults. Feature co-occurence restrictions (FCRs)

constrain the set of acceptable categories. For example the FCR

i27) {<SUBJ, +>} 1 {<¢Vv, +>, <N, =>, <BAR, 2>}

states that any categofy including the feature specification <{SUB), +> must
also have the feature specifications <V, +>, <N, ->, and <BAR, 2>. A
category 1s legal 1f and only 1f every FCR 1s true of that category. Thus
the eklstence of the FCR {27) in a GPSG grammar means that the categories
{<v, #>, <N, ->, <SUBJ, +>} and {<¢V, ->, <N, ->, <BAR, 2>, <(SUBJ}, +>} are
not legal: the former does not include <BAR, 2>, and the latter has the

wrong value for V.

An 1mportant notion in GPSG 1s that of extension. This 18 defined as

follows

(28) A category A 1s an extension of a category B 1f and only af
L the atom-valued feature specifircations in B are all in A, and
11} for any category-valued feature f, the value of f in A 1s an
extension of the value of f in B.

So for example {<V, ->, <N, +>, <BAR, 2>} and {<BAR, 2>} are extensions of
{<BAR, 2>}, and {<VFORM, FIN>, <AGR, {<V, ->, <N, +>, <(BAR, 2>, CCASE,
NOM>1>} 1s an extension of {<YFORM, FIN>, <AGR, {<V, ->, <N, +>, <BAR,

2>}1>}. However {<V, ->, <N, +>} and {<BAR, 1>} are not extensions of {<BAR,

18



2>}, and {<VFORM, FIN», <AGR, {<Vv, ->, <N, +>, <BAR, 1>}>} 15 not an exten-

s1on of {<VFORM, FIN>, <AGR, {<V, ->, <N, +>, <¢BAR, 2>}>}.

We use the notion of extension in providing an interpretation for
immedlate dominance {ID) rules. ID rules are similar to rewrite rules.
They pfesent ‘skeletons’ on which local trees {(trees of depth one) must bé
based: a local tree must be a projection of some ID rule, 1.e. tﬂe
categorires in the local tree must be legal extensions of the correspondlng

categories in the ID rule. Consider for example the subject-predicate ID

rule

{29) {<V, +>, <N, ~>, <BAR, 2>, <(SUBJ, +>} ~-> {<BAR, 2>}, H{<suBJ,

~>}7

The local trees in fig.s 5a and 5b are both projections of this rule. These
are the same hut for the order of the daughters. 1ID rules do not impose any
order on the daughters. The local trees in fig.s 5¢ and 5d are not projec-
trans: the former does not have <SUBJ, +> on the mother and the latter has
<BAR, 1> not <BAR, 2> on the left-hand daughter, so they are not extensions
of the corresponding categoraes in the ID rule. The local tree in fig.

5e¢ 15 not a projection of the ID rule because although the categories are
extensions, the category on the left-hand daughter 18 not legal 1f we have

FCR (27).

The "H" tells us that that categoery is the head but does noet provide
any featural informatiens. "X" is alse sovmetimes used as a place-markar.

19



a. {4V,

{<v, =2, <N,

b. {<v,

f<v, +>, <N,

C. {<v,

{«v, -», <N,

d. {<v,
{(V' "}, <N;
e, {<v,
{(V’ ""); (N;

+2y

+2,

+y

_.>'

+2,

+,

+2,

+2y

+2,

(N, ->, <BAR, 2>, <(5UBJ, +>}

<{BAR, 2>} {4V, >, <N, -, <BAR, 2>, <suBJd, -}

<N, =>, <BAR, 2>, <S5UBJ, +>}

<BAR, 2>, <(SuUBJ, -5} {<V, =», <N, +>, <BAR, 2>}

<N, -2, <BAR, 2>}

(BAR, 2>} <V, 4>, <N, ->, <BAR, 2>, <(BUBJ, =}

(N, =>, <BAR, 2>, <SUBJ, +>}

CBAR, 1>} {<v, 4>, <N, ->, <BAR, 2>, <(SuUBJ, ->}

(N, =>, <BAR, 2>, <(SUBJ, +>}
<BAR, 2>, <SUBJ, +>}  {Cv, +>, <N, -», <BAR, 2>, <5UBJ, ->}

rigure §

Linear orderaing of daughters 1s fixed by linear precedence {(LP}

ments such as

state~

20



138) {<N, +>} < {<v, -», <N, ->, <BAR, 2>} <« {<v, +>, <N, =>, <BAR,

2>}

"% ¢ Y" means that any category which is an extension of X must come to the
left of any sister which 1s an extension of Y. The precedence operator 1is
transitive. A local tree 1s LP-acceptable 2f and only if at does not con-
travene any LP statement. It will be seen that the local tree in fig.

5p 15 not LP-acceptable since the right-hand daughter 1s an extension o¥‘
{¢<N, +>} and the left-hand daughter 1s an extension of {<v, +>, <N, =>,
<BAR, 2>}, but the former i1s not left of the latter. All the other trees in
fi1g. 5 are LP-acceptable (with respect to the set of LP rules consisting

soley of (30)).

Metarules are rules which have the effect of reducing the set of ID
rules that need to be listed by stating that for each ID rule of a certain
form, there 1s another ID rule of a related form. Consider the so-called
"Slash Termination Metarule 17 (STM1):

{31) iy > W, {<BAR, 2>}

i
x{} Y-> W, {<BAR, 2>, <NULL, +>}

W 1s a variable over sets of categories. The rule tells us that for every
ID rule with a category which 1s an extension of {<BAR, 2>} on the right
hand side, there 13 another ID rule which 18 the same except that this
category also carries the specifacation <NULL, +2, In fact the application
of the rule 1s slightly more limited than this. Metarules can only apply to
1D rules in which the head daughter 1s specafied for SUBCAT (this means it

18 "lexical' - 1t dominates a lexical item}. So metarules cannot apply to

21



{28) for example. Also, metarules cannot apply to thear own output. This

means that we wlLll not get metarules applying indefinately producing an

infinite number of ID rules.

The metarple (31) has the effect of alliowing a gap to appear in the
position of <BAR, 2> categories which have lexical sisters. This 1s what'

happens in the topicalized sentence
{32) For Alfred Bill works lel

and {31) will apply to“a rule expanding works:

{33) {¢<v, +>, <N, ->, <BAR, 2>, <SUBJ, ->} ~-> H{<SUBCAT, 999>},
f¢V, -», <N, ->, <BAR, 2>, <PFORM, for>}

to give an ID rule for the topicalized case:

(34) {<v, +>, <N, =>, <BAR, 2>, <SUBJ, ->} ~-> H{<SUBCAT, 899>},
{<V, -3, <N, =>, <BAR, 2>, <PFORM, for>, <NULL, #>}

A feature specafication default (FS5D) such as

(35) ~{<NULL, v>}

means something lake 'unless otherwise indicated, a category on a tree 1s
not specified for NULL' . The ‘unless otherwise indicated’ part turns out to
be very complicated and FSDs are, by GKP5S's own admission, an aspect of the
theory for which 1nsuff1cxent‘Lnterpretatlon has been provided (see for

example GKPS note 2, p.i14). 1 do not consider i1t worthwhile to discuss FSDs

further here.

22



One of the tenets of GPSG 1s that the correct way to go about describ-
1ng natural language syntax 1s to identify feature percolation conventions
which define relations between the features on sisters and moihers in local
trees. Two classes of feature are distinguished on the basis of their per-
colation behaviour: HEAD and FOOT. Limiting ourselves to features used in

thls paper, these classes are as follows:

{36} a. HEAD
SLASH,}
b. FOOT

{N, Vv, BAR, PER, NUM, VFORM, PFORM, SUBJ, AGR, SUBCAT,

{WH, SLASH}

Note that SLASH 1s a member of both classes, and CASE, WHMOR, POSS, NULL,
and my DET are members of neither. The feature percolation conventions in

GPSG are the Foot Feature Pranciple, the Control Agreement Pr1nc1pie, and
the Head Feature Convention. To give a definition of the Foot Feature Prin-
ciple {(FFP} we need to give a couple of other definitions. Firstly we need
to make a distinction between inherited and instantiated features on a local
tree. If a feature specification in a local tree also appears in the
.corresponding category in the tree's ID rule, that specification is sard to
be 1nherited; otherwise a feature specification 18 said to be instantiated.
Thus in the left-hand daughter of fig. %Sa (which 1s projected from (29)},
<V, -> and <N, +> are instantiated, and <BAR, 2> is 1nherited. Secondly, we

need to define unification:

{3n) The unification of a set of categoraes K (U(K)) 1s the smallest
category which 1s an extension of every member of K.

{the unification 1s undefined :¥f there is no such category}). Thus the unif-
ication of {} and {<SLASH, {<V, ->, <N, ->, <BAR, 2>, <PFORM, for>}} 1s
{<SLASH, {<¢v, ->, <N, =>, <BAR, 2>, <PFORM, for>}}, and the unafication of

<N, => and <N, +> 1s undefined. We can now define the FFP as follows

23



{38} The FOOT feature specifications that are instantiated on the mother
category in a tree must be identical to the unification of the in-
stantiated FOOT feature specifications on the daughters.

To see an example of the use of thls consider using the subject-predicate ID

rule {29} for a relative clause:
{39) who works for John

The subject who 1s the non-head daughter. Because 1t 18 & relative pronoun

1t will be specified for WH. Now WH 1s a FOOT feature, so the FFP requ;rés

that the WH value that 1s instantrated on this daughter 1s also instantlated
on the mother (the unification of the FOOT feature specifications on the

daughters will be just this WH specification). Thus the {partial) local

tree will be that ain fig. B&.

The Control Agreement Principle {CAP) handles control, ensures
subject-verb agreement and ensures that extracted items ‘fit® the position

from which they have been extracted. The principle makes reference to the

{<V, +>, <N, ->, <BAR, 2>,
CSYBJ, +>, <WH, x>}

{<v, ->, <N, +>, <BAR, 2>, {<v, 4>, <N, ~>,

CCASE, NOM», <WH, x>} <¢BAR, 2>, <SUBJ, -»>}

who works for john
Figure §
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semantic types associated with categérles. TYP{x} 18 the type associrated
with a category x. I list some of the values of TYP in fig. 7. Additional
information about types 1s gaven by the fact that a lexical head is always
associated with a type that 1s a function over the type(s) associated with

1ts sister(s). So for example, since the ID rule (33} gives works a sister

assoclated with type np and a mother associated with type <np, s>, WOrks

8
must be <np, <np, s>> . Note that the type 1s not completely fixed 1f a

lexical head has more than one sister: one or other sister may correspond to

Category(x} Type{TYP{x})

{¢v, +>, <N, ->, <BAR, 2>, <(SUBJ, +>} s

{¢v, ~$, <N, +>, (BAR, 2>} np

{¢V, ->, <N, +>, <BAR, 1>} nt

{<DETY, +>} <ni, npd

{<V, +>, <N, ->, <BAR, 2>, <SuBJl, ->} <np, s?

fev, =>, <N, =-», <BAR, 1>, <PFORM, v>} np

{<v, =>, <N, ~>, <BAR, 2>, <PFORM, v>} np

Ui{y, {<WwH, 2>}}) LTYP{z}, TYP(y)>

Uy, {<SLASH, z>1}) <TYP(2z), TYP(y}>
Frgure T

In fact this reasoning is slightly faulty because we are interested in
the types corresponding te «categories in actual lecal trees; these may
differ fram the types associated with the corresponding categories in the
projecting 1D rules, e.g. they would if SLASH or WH were instantiated. How-

ever instantiated SLASHs and WHs will not be gpresent in the “x-
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the first argument. -It 1s by these alternative possibilities that GPSG cap-
tures the different control properties of persuade and promise. It appears
that the features NUM, CASE, VFORM, WHMOR, AGR, and NULL are irrelevant when
assocrating types with categories. It seems to me that <POSS, -> should be
irrrelevant but that {<v, ->, <ﬁ. +>, <BAR, 2>, (PGSS, +>} should be <nt, np>

- see section 3.1.3.

]

The types that are relevant to the control relations inh a local tree
are not those associated with the actual categories in the tree, but rather
Lthose assocrated with the x—specxflcatlons {chi-specifications) of the
categories. The x—spacxflcatlon of a category on a local tree i1s the HEAD
feature specifications less those that are alsc FOOT specificataons (SLASHJ,
plus 1nherited FOOT feature specifications {possibly includang SLASH again).
So for example the ieft»hand daughter an fig. 6 (which 18 projected from
{29)) has x»specxflcatxon {<v, ->, <N, +>, <BAR, 2>} since CASE 1s not a

HEAD feature and WH 1s ainstantiated. Note that x~spec1f1catxon 18 relative

to an ID rule since reference :rs made to inheritance and instantiation.

This means that x-spec;flcatlon may differ dependaing on whether a category

18 viewed as a daughter in one locgal tree or a mother in another. Where X

{x} 1s the x«speczflcatlon of X we can now define control ain a local tree:

(40) A daughter category 1 controls a sister 3 1f and only 1f
1) TYPtxtall 2 <TYP(X(13}. TYP(Xtm)l> where m 15 the mother
categoery, or

1r} TYPU_(9)) = <np, s>, and TYP(h} = <<np, s>, <TYP(_Ll1}), <np,
8§22, X X

(The second clause 18 not relevant to this paper}.

specifications” (see below) that are velevant to cantrol.

26



We also need to define the notion of CONTROL feature., A category 1,
1(BAR) # 0, has CONTROL feature SLASH 1f a SLASH-specification 1s inherited,
otherwlge 1t has CONTROL feature AGR [provided AGR 15 present of course;
failing this there 18 no CONTROL feature). We can now actually define the
CAP. Because control and the CONTROL feature are defined relative to an fD

rule, the definrtion 1s agaih relative to an ID rule.

]

L4t} The CAP requires that where 1,7 and Kk are categories in a local tree
1} 1f 1 controls 3, then 3{(f } = {1} plus 1's f -specification,
where £ 1s 7J's CONTROL featurﬁ. an ]

11} € TYPLK) = <np, x> and k has no controller, then ki(f } = mi{f
), where m 15 the mother category and Fk and fa are the CON%ROL "
features of k and m respectively.

{The second ¢clause 13 not relevant to this paper}.

This outline of GPSG 18 completed with a consideration of the Head
Feature Convention {(HFC). The full version of the HFC 1s complicated by the
need to encompass multiple headedness {(in coordination). A simpler
‘single-head’ version suffices here. F;rst we need to define the notion of
free feature specification set {ffss), A feature specification <f, v> 1s a
member of the ffss of a category X 1ih an Ib rule 1f and only af there exists
at least one projection from that ID rule ain which <f, v> appears on the
category in the tree corresponding to x, and in which the FFP and CAP are

met, A local tree meets the HFC Lf and only if

(42) 1) the set of HEAD feature specifications on the mother 1s an ex-
tension of the set of HEAD feature specifications on the head
daughter, less those that are not in the mather's ffss, and
11} the set of HEAD feature specifications on the head daughter 1is
an extension of the set of HEAD feature specafications on the moth-
er, less those that are not in the daughter’'s ffss.
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We 1llustrate the use of the CAP and HFC; as well as all the other dev-

1ces introduced here, by the complete analysis for
(43} Us Andrew envies ie)

an fig. Bs. The 1D rules for local trees {a), (b) and (c} are

(441 a. {<V, #>, <N, ->, ¢BAR, 2>, <SUBJ, +>} =-> {<BAR, 2>}, H{<SLASH, {<BAR, 2>}>}
b. {<V, +>, <N, ~->, <BAR, 2>, <SUBJ, +>} -> {<BAR, 2>}, H{<SUB), ->}
c. {<V, +>, <N, -», <BAR, 2>, <SUBJ, ->} ~-> H{<{SUBCAT, 2>},
{4V, >, <N, +>, <BAR, 2>, <NULL, +#>}

{44a}) 1s the rule allowlng us to expand a sentence as a filler together with
a sentence containing a gap; (44b} 15 the subject-predicate rule we saw ear-

1ier. The rule [44c} 1s obtained from the rule expanding transitive verbs:

{45) {<V, +>, <N, =>, <BAR, 2>, <SUBJ, ->} ~> H{<SUBCAT, 2>},
{<V, ~>, <N, +>, <¢BAR, 2>}

by the metarule STMt in {31). It will be seen that all the categories in

the tree are extensions of the corresponding categories in the ID rules.

Consider the linear ordering of the daughters 1in (a). The left-hand
daughter 1s an extension of {<N, +>}; the raght-hand daughter 1s an exten-

sioh of {<V, +>, <N, -», <BAR, 2»}. So this ordering 1s imposed by the LP

rule {30) repeated below

L46) {<N, 3} ¢ <V, -3, <N, =», <BAR, 2>} < {<v, +», <N, ->, <BAR,

I have given the analysis as it is supposed to be; ag I discuss below
though I am not sure that this is what the feature percolation conventions
actually give us.
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f<v, #>, <N, ->, <BAR, 2>, <SUBJ), +>,
<VFORM, FIN>,
CAGR, {<V, ~>, <N, #>, <BAR, 2>,

<PER, 3>, <NUM, 56>, <CASE, NOM>1}>}

8
{a)
f<V, ->, <N, >, <BAR, 2¥, {<V, +>, <N, ->, <BAR, 2>, <5uBJ, +>,
<{PER, 1>, <NUM, PL>, <CASE, ACC>} <¥FORM, FINY,
np CAGR, {<v, ~», <N, +>, <BAR, 2>,
<PER, 3>, <NUM, SG>, <CASE, NOM>}>,
<SLASH, <V, -», <N, +>, <BAR, 2>,
¢PER, 1>, <NUM, PL>, <CASE, ACCO>I>}
<{np, s>
S
(b}
f<V, =>, <N, +>, <BAR, 2>, {<v, #>, <N, ->, <(BAR, 2>, <3UBJ, -»,
<PER, 3>, <NUM, SG>, CVFORM, EIN>,
CCASE, NOM>} <AGR, {<V, =>, <N, +>, <BAR, 2>,
np <PER, 3>, <NUM, SG>, <CASE, NOM>]»>,

<SLASH, f<v, ->, <N, +#>, <BAR, 2>,
<PER, 1>, <NUM, PL>, <CASE, ACC>I>}
{np, s»
{np, s>
lc)

{<V, +>, <N, =-», <BAR, 0>, <s5uBJ, -»>, {¢v, ->, <N, +>, <BAR, 23,

{VFORM, FIN>», <SUBCAT, 2>, <PER, 1>, <NuM, PL>,
CAGR, {<Vv, -3, <N, +3», <BAR, 2>, CCASE, ACCY>, <NULL, +>,
{PER, 3>, <NUM, S6G>, ¢SLASH, X
<CASE, NOM>}>} {<V, =>, <N, +>, <BAR, 2>,
<np, <np, s> <PER, 1>, <NUM, PL>,
CCASE, ACOOI»}
np
Us Andrew envies Lel
Figure 8

The daughters in (b) are extensions of these same categories, so the
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orderang 1s imposed again. However in (c) the left-hand daughter 1s not an
extension of any category in (46). OFf course ordering doesn't really matter
in this particular case because the right hand daughter happens to be real-
1zed as the empty string, but in general an additional LP rule 1s needed to

egnsure that transative verbs precede their objects:

(471 {<SUBCAT, v>} <¢ ~{<S5UBCATY, v>}

Does (a) meet the FFPY Since SLASH :s inheraited not instantiated on
the right-hand daughter, the unification of the FOOT features ainstantiated
on the daughters 1s the empty set. There are no FOOT features on the mother
s0 the FFP 15 met. 1In (b) and (¢} the mothers and rlgﬁt hand daughters have
the same SLASH values instantiated and no FOOT features appear oh the left

hand daughters, so the FFP 1s met here as well.

The types assoclated with the x—spec;flcatlons of the categories in the
tree are noted below each node. When a node 1s both a daughter and a mother
1ts ‘daughter type’ 1s wratten above 1ts "mother type’. SLASH is inheraited
on the right hand daughter of {(a) and so 1s included an the XuspeCfocatlon.
but 1t 13 1nstantiated on the mothers and raight hand daughters of (b) and
fc) and 1s not an the x-spec1f1cat10n. The type for the category dominating
envies 1s that from the tvype for 1ts sister to that for i1ts mother, since it

18 a lexical head.

From the definition of control in (40) 1%t will be seen that the left

hand daughter controls the right hand daughter an (a) and {(b), and the right
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hand daughter controls the lefi hand daughter in le¢j. In {a) the controlled
daughter has CONTROL feature SLASH. The CAP requires that this SLASH' s
value equals the x—speczfxcatlon of the left hand daughter. This 1is almost
the case, but 1t wrll be noted that because CASE 1s not a HEAD feature, 1t
18 not in the x—spec1f1cat1on. So here we seem to have stumbied‘across a
problem with the CAP and CASE in GPSG. The CAP fails to make the subject’
nominative in case. This problem would be rectified 1f we stipulated that

CASE 1s a HEAD feature N

in {¢)} the controllee, the left hand daughter, does not have a CONTROL
feature because although 1t 18 spegified for AGR, to have a CONTROL feature

a category must be non-<BAR, 0>. As a result, the CAP has no effect.

Finally we consider the HFC. In {a) the mother shares all the head
daughter’'s HEAD feature specifications except that for SLASH. This violates
clause {1} of the HFC unless the SLASH specificataion rs not in the mother's
ffss. Unfortunately I think 1t xs; thus where ¢ 18 any category, I think
that the local tree ain fig. 9 1s a projection of (44a) which meets both the

FFP and the CAP.

in (b) the mother and head daughter share their HEAD feature specifica-
tions except those for SUBJ. This however does not violate the HFC: <{SuUBJ,
- 15 not 1n the mother's ffss because the mother inherits <{3U8J, +>, and
¢SUBJ, *+> 1is not in the head daughter's ffss because the head daughter

interits <SU8J, -)19.
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{¢v, +>, <N, =», <(BAR, 27,
(BUBJ, 12, (SLASH, o>}

HMﬁH“‘M‘M‘H““Nﬁ

{<v, -2, <N, ), {C<v, 4>, <N, ->, <BAR, 27,
CBAR, 2>, <SLASH, ©>) <SUBJ, 45, <SLASH,
(<V, =>, <N, +>, <BAR, 2»,
(SLASH, c>}»}

Figure 9 '

In (¢} the mother 1s an extension of the head daughter except for BAR
and SUBCAT. This 18 alraght: the mother 1inherits <BAR, 2> so <BAR, 0> 1is

not 1n i1ts ffss, and the FCR

{48) {<BAR, 2>} } -{<SUBCAT, v>}

means that SUBCAT 1s not in 1ts ffss exrther. The head daughter i1s an exten-
sioh of the mother but for BAR and SLASH., <BAR, 2> 1s not in the head
daughter's ffss because the head daughter inherits a SUBCAT specification.

SLASH 1s not an 1ts ffss because there 1s an FCR

(49 {<SUBCAT, v>} 1 -{<SLASH, w}

So {¢} meets the HFC.

This sectrion 1s concluded by introducing some category label abbrevia-

tions used in GKPS and which will be used in section 3. feature-

] have not troubled to mentien that a category can have oenly one value
for any feature.
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featurélvalue pairs are listed in square brackets, the feature names being
omitted 1f they are fixed by the values. <F, +> 1s represented +F.  The
symbols on the left hand side 1n fig. 10 may be written before the square
brackets; they abbreviate the sets of specaifications on their right hand
sxdes11. "+R" 1inside the sguare brackets abbreviates {<WH, {<N, +>, <V, ->,
<BAR, 2>, <MHMOR, R>}»}, and /x after the square brackets abbreviates

{<SLASH, %x>}. The use of these abbreviations 15 1llustrated in fig.

S {<v, +>, <N, -, <BAR, 2>, <SUBJ, +>}
Xp {¢<BAR, 2>}

X2 {<BAR, 2>}

X1 {<BAR, 1>}

v {¢v, +>, ¢N, ->1

Ve {<V, >, <N, ->, <BAR, 2>, <SUBJ, ->}
V2 {<v, +>, <N, -», <BAR, 2>}

N {¢v, ->», <N, >}

NP {<v, >, <N, +>, <BAR, 2>}

N2 {<V, ~>, <N, +>, <BAR, 2>}

N1 {<v. -», <N, +>, <{BAR, 1>}

p {<v, ~>, <N, =>}

PP {<V, -», <N, =>, <BAR, 2>}

P2 f¢v, -3, <N, =>, <BAR, 2>}

P1 {<v, ->, <N, ->, <BAR, 1>}

Figure 10

In GKPS the digits are superscripts.
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SLFIN, AGR NPL3, SG, NOM}I

(a}
NPL1, PL, ACC]) SLFIN, AGR NPL3, SG, NOMJ§/
NP{1, PL, ACCI]
(b}

NPL3, SG, NOM] VPLFIN, AGR NPi3, SG, NOMIJ/

NPL1, PL, ACC] '
fc)
V{-SUBJ, FIN, 2, NPL1, PL, ACC, +NULLJ/
AGR NPL3, 56, NOMII NPLt, PL, ACCI
Us Andrew envies Lel

figure 11

11 which 1s the abbreviated form of the analysis in fig. 8.

2.2.2. 0Outline of Combinatory Grammar

In CG, 'atomic’ categories - categories without slashes (see helow} - will
be represented by a symbol for their major type followed by square brackets
enclosing the feature values for which they are defined. For example "NPL3,
SG61" represents a third person singular noun phragse which 1s unconstrained

for CASE.

Combirnatory Grammars are generalizations of Ajdukiewrcz’ 1{1935)

€ategorial Grammar. In each cage grammars conslst of two components: a
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categorial lexicon which assoclates categories with words, and combanatory

rules.

In STDMN, noun phrases such as John and a book have category NP and

nouns like hook have category N. A determainer like a has category NP/N.
Such a ctategory 1s interpreted as a function over nouns to the raight which
yields a noun phrase. STDMN assighs verb phrases VP and so adverbs such as

guickly are VP\VP: functions which apply to verb phrases to their left to

2
glve new verb phrases1 . A verb like give has category (VP/NP)/NP.

This syntactic function-argument structure 1s intended to directly
reflect the semantic one, We are limiting attention to syntax here but I
will give (without comment) the semantic rules which parallel the syntactaic

rules.

The simplest combinatory rules are the rules of functional applacation.
These are as follows {the semantic interpretations appear right of the

colons}

{50} a. Forward Application (">apply”}
‘ XIY:F Y:y => X:Fly)
b. Backward Application ("<apply”}
Y:iy X\Y:F => X:Fly)

The use of these rules 18 1llustrated an fig. 12. Note how (a) 1s admiss-
able because NPLACC] and NPL3, SGI can be unified. Note also that the

daughters are the daughter categories as they are before this unification

VP is really just anm alternative notation for SANP; I use the latter
in section 5.
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has taken place; afterwards they are both NFL3, §G, ACCJ. 1In all CG trees,

daughter categories will be represented as they are before unification.

The rules of functional application are the only syntactic rules in
Categorial Grammar which, incidently, 1s weakly eguivalent to Context-Free

Grammar. In CG further operations are added such as

{51) a. Forward Composition (">compose”}
XIY:F Y/Z:G => X/Z:LxLF(G{x))]) '

th. Backward composition (“<compose”}

Y/2:6 X\Y:F => X/Z:LxlF{G(x)}}

STOMN posits that similar rules with other combinations of slash directions
are not present in English, but are avallable 1n universal grammar. In fig.
13a 1t 13 shown how (S51a) can be ugsed in leftward extraction to build a
bridge from the extraction site towards the toprcalized 1tem. Fag.

139b shows how {51b)} 1¢ used 1n a similar way in rightward extraction to link

VPLFIN]
{apply
{b)
VPLFIN] VPLYFORM vI
>apply VPLYFORM v
(a)
NPL3, S6} VPLFIN]/NPLACC] j?la, $61
{Mick) kissed Betty qulckly
Figure 12
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NPL3,
5G)

{Sally

NPL3,
561

(Bob)

VPLFIN]/NPLACC]

>compose
VPLFIN}/ PPLFORI/NPLACC]
PPLFOR]} >compose
PPLFOR)/ NPL3, SGI/NPLACCY
NPLACC) >compose
NPL3, NLSGI/NPLACC])
SG}/ >compose
NLSG) \
NPL3, NLSGI/ PPLOFI/
561 PPLOF)] NPLACCH
Philip) asked for a prcture of Lel
VPLFIN}
Sapply
VPLFINI/NPLACC) NPL3, SGi
{compose
VPLFINI/NPLACC! VPLVFORM vJ\VPLVFORM vl
{compose
VPLFINE/ VPLVFGRM v\
NPLACC) VPLVFORM v
hit tel hard with clenched fist the desk he hated
Figure 13
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the extraction site to the extracted i1tem 1n a heavy noun phrase shifted

constituent.

Consider now how we could try to continue the analysis in fig. 12 to
incorporate the subject. Mick 1s an NP. If antransitive finite verb
phrases were defined to be SLFINJANPLNOM] rather than VPL+FIN] then we could
use backward application, but this would not help us wLn flg. 13a because
the verb phrase with the gap would be {(SLFINJANP{NOM])/NPLACC)! - still look-
1hg forward for the missing NP - and no existing syntactic rule could apply.

STDMN invokes a trick called type-raising:

{52) Subject Type-raising ("s[") 13
NPLPER u, NUM v, NOMl:x => SLFINJ/VPLFIN, PER u, NUM v :LFfLf(x}]

This allows us to complete the analyses an fig.s 12 and 13b by functional
application, see fig. 14. We can also follow Subject Type-raising with

Forward Composition in fig. téa but we still cannot complete the analysis
bacause the S 1s looking forward for the NP, see firg. 15. STDMN invokes

another type-ralsing rule:

{53) Topic Type-raisang ("t{")
Xeix  => SLFINJ/USLFINI/X):LfLFix)]
X ¢ {NP, PP, VP, AP, 5§}

which allows us to finish; see fig. 16.

Note that I have restricted Subject Type-raising to nominative NPs.
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a. 5[FIN]

>apply
S{rIN]/ve{FriN, 3, 5G] VE{FIN]
s|
Nei3, 86l
Mick kissed Betty quickly
b. S{FIN]
>apply
s{rinl/ VPLFLN]
vPIFIN, 3, SG]
s
Ne(3, sGj
Bob hit [e] hard with clenched fist the desk he hated
Figure 14
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s[FIN]/NP[ACC]
Jyecompose

S[FIN]/VR[ELN, 3, sG]  vP[FiIN]/NP[ACC]

s}
Nri3, sG] NP[3, 5G]
{sally) Philip asked for a picture of [e]
kigure 15
S{rin}
rapply
S{rin}/ sfrin]/npfacc]
(${FiINI/NP[3, sG])
tl
Np[3, s
S5ally rhilip asked for a picture of [e]
¥Figure 16

Other combinatory rules are suggested in STDMN but this exhausts those

which are necessary for the examination of relative clauses in this paper
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{in fact Topic Type-raising 1s not needed}.

2.2.3, Outline of HPSG

In this section I will use abbreviations for HPSG categories as follows. MWe
have square brackets enclosing a list of the feature/feature-value pairs,

1f a feature-value 18 assoclated with only one feature (this turns out to be
the case for all and only the atom-valued features), the feature itself lg
omitted. The value for MAJ may be placed before the bracketed last. 3So for
example VLFIN, SUBCAT <N{3, S5G, NOM, SUBCAT <>i>, REL <>, SLASH <>} abbrevi-
ates {<MAJ, V>, <VFORM, FIN>, <SUBCAT, <{<MAJ, N>, <PER, 3>, <NUM, 56>,
CCASE, NOM>, <SUBCAT, <>>I>», {REL <»>, <SLASH <>>}. HNote also that because
REL and SLASH are in the domains of categories which are <MAJ, N>, the
category label "{<MAJ, N>, <PER, 3>, <NUM, S5G>, <CASE, NOM>, ¢SUBCAT, ¢O>}1°
1s 1nterpreted as category {<MAJ, N>, <PER, 3>, <NUM, 56>, <CASE, NOM>,
KSUBCAT, <»>, ¢REL, u>», <SLASH, v>} where u and v are variables marking

unconstrainedness.

In section 3 and beyond I will use "NP™, "S", and "PP" (outside the
square brackets) to abbreviate {<MAJ, N>, <(SUBCAT, <>}, {<MAJ, V>, (SUBCAT,
<»>}, and {<MAJ, P>, <SUBCAT, <>>} respectively. So for example, {<MAJ, V>,
CVEORM, FINY, <SUBCAT, <{<MAJ, N>, <PER, 3>, <NUM, 56>, <CASE, NOM>, <Sug-
CAT, <3>}>>, <REL ¢>», <SLASH <>>} will be abbreviated to VIFIN, SUBCAT
CNPL3, SG, NOMI», REL <>, SLASH <>]. As 1in section 2.2.1. however, I post-
pone these siightly less obvious abbreviations until after HPSG has been |

outliined.
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Syntactic rules in HPSG davide into head-complement rules, lainking
rules, and coordination rules. Since coordanation is not of immediate
reltevance to the discussion here, the thard type of rule will not be intro-
duced. There 1s a single Rule Application Algorithm (RAA) which applies at
the application of every rule. The version presented here will be simpler
than the full version in two respects: both the control and the coordination

details are omitted. They are not needed for any analyses here.

HPSG, like GPSG, adopts an ID/LP rule system so that the grammatical
rules imply nhe ordering amangst daughters in a local tree - this aspect 1s
handled by an LP compOnentt‘. The syntactic rules are highly underspeci-

f1ed. Examples of head-complement rules are

(54} a. M =-> X, HLSUBCAT <x>|
b. M ~> HLSUBCAT <x, y>1, X
¢c. M -> HLSUBCAT <x, y, 2], X2, X1

*M*, “X* and "H" are place-holders. T"H" marks the head.

The RAA 1s given in fig. 1T7. Because the RAA 1s procedural, the
daughters 1n a local tree could conceivably be interpreted erther as the
daughter categories before the RAA has applied, or as the daughter
categories after 1t has applied. The former interpretation 1s more natural
and 1s the one used here. We could use the RAA 1in a ‘declarative’ local
tree admissioh procedure és follows. The categories 1n a local tree would
be 'passed by value' to the admission procedure which would use the RAA to

generate the set of mother categories-that can domihate the daughters. The

POLL however does hot mention the IB/LP distinction,
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Match a category with H;
for X1, X2z,
${ do one of the following, according to the type of the rule
head-complement: 5{ pop x from SUBCAT of H;
erther SUBCATEGORIZATION PRINCIPLE
match with X1 a sign which
unifies with x
or GAP INTRODUCTION PRINCIPLE
push x onto SLASH of H
$)
linking : apply the procedure stated on the rule;
BINGING INHERITANCE PRINCIPLE
for each bainding feature F
$( while F of X1 # O
${ pop q from F of Xi;
el1ther push q onto F of H (host dependency)
or unafy g wath the top of F of H (parasitic dependency)
$):
FofM=F of H
$}
$)
HEAD FEATURE PRINCIPLE
for each head feature F
F of M = F of H

Figure 17

admission procedure would then admit the local ¢ree 1f and only 1f the

actual mother category 1s one of these.

The analysis an fig. 18 1llustrates the use of the Subcategorization
Principle {SP) in the RAA, and the rules (54a) and {54b) which are used in
local trees {a) and (b} respectively. The SP 1s the process by which a head
1s jolned to a complement by unirfying the complement with the top xrtem 1in
the head's SUBCAT stack. That item is absent from the SUBCAT stack of the

mother. MWe do not want to allow any alternative ordering in {a) or {b} so
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VLFIN, SUBCAT <>, REL <>, SLASH <)

SP
{a)
NL3, SG, SUBCAT <>, VIFIN, SUBCAT <NL13, SG, NOM, SUBCAT <>1»>,
REL <>, SLASH <>} REL <>, SLASH |} '
SP
{h}
VLFIN, SUBCAT <NLACC, SUBCAT <>}, NET, PL, ACC, SUBCAT <>,
NL3, S5G, NOM, SUBCAT <>]>, REL <>, SLASH <>
REL <>, SLASH O

Andrew envies ’ us

Figure 1B

we need LP rules something like

{55} a. VLSUBCAT <x, y>} < X
b, X < VLISUBCAT <x>)

An example of a linking rule 1s
(56} M -> X, HLV, FIN, SUBCAT <>} 1Procedure: SLASH-bind X to HIJ

The procedure for F-binding p to gq, where F 1s a binding feature and p and q

are categories, 1s as follows: pop r from F of q and unify r with p. So for

example L

{57} a. p
b. q

Nt3, SG, SUBCAT <>, REL <>, SLASH <)
VLFIN, SUBCAT <>, REL <NLSUBCAT <>]>, SLASH <>}

44



then REL-binding p to q gives

{(58) a. p
b. g

NL3, SG, SUBCAT <>, REL <>, SLASH (]
VLFIN, SUBCAT <>, REL <>, SLASH <)

{1 ]

The analysis in fig. 19 1llustrates the use of the Gap Introduction Princr-
ple {GIP}, and the rule (56}. The GIP 1is the process by which an aitem in a
category’'s SUBCAT stack 1s moved ohto 1ts SLASH stack, corresponding to a
gap occurxng in that position. In {c} we use {54b) and the GIP, 1n (b)) we
use {54a) and the SP. In {(a) we use the linking rule (56). The LP rule’

(5%k) constrains the ordering in (b}. We do not need an LP rule to constain

VIFIN, SUBCAT <>, REL <>, SLASH <>
SLASH-binding

{a)

NL1, PL, SUBCAT <>, VLFIN, SUBCAT <>, REL <>,
REL <>, SLASH <> SLASH <NLACC, SUBCAT <>l
sP
{b)
NL3, §G, SUBCAT <>, VLFIN, SUBCAT <NL3, $G, NOM, SUBCAT <[>,
REL <>, SLASH <>} REL <>, SLASH <NLACC, SUBCAT <>1>)
: GIP
(c}

VIFIN, SUBCAT <NLACC, SUBCAT <>1i,
N13, SG, NOM, SUBCAT <13,
REL <>, SLASH <

Us Andrew envies lel

Figure 19
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the ordering in (b} but thas 1s only because having the extracted 1tem on

the right happens to give the canonical strang. In general we neged an LP

rule like

{59} X ¢ VISUBCAT <>]

to avoxrd, say

(80) ls,“PAndrew persuaded lel to stayl us
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3. Analﬁses of relative clauses

GPSG, €6 and HPSG are considered in sections 3.1-3.3 respectively. Each
section contarns five subsections Ln which the analyses of the following'

relative clauses are given.

{61} a. who works for John
b. whom Bill works for
c. whose book Mary loves
d. for whom Fred works
e. a picture of which exists

3.1. Apalvyses under Generalized Phrase Structure Grammar

The problem with control and CASE discussed in sect10n22.2.1 applies in all
these analyses; the problem wlth SLASH and the HFC alsoc mentioned there
applies in the second, thaird, and fourth analyses. I construct the analyses

as we actually want them,.

3.1.1. GPSG: "who works for John’

The analysis 18 shown in fig. 28. The ID rules for local trees {(al-{(d) are

[62) a. S ->» X2, HL-5UB)) {see GKPS p.139%, 155, 248}
b, VP -> HLS99)!, PPlifor] {assumed; see GKPS p.157)
c. PP -» Hi tassumed: see GKPS p.132)
d. P1 -> HL38}], NP {see GKPS p.134, 140, 248)

The LP rule

(63) L+N] < PP < V2 (GKPS p.248)
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fixes the ordering in (a), and

{64) SUBCAT < -LSUBCATI {GKPS p.110, 248)

does so in (b) and {d). These rules actually fix most orderaing in the exam-

ples here; linear precedence will not be mentiloned again except where addi-

SL+#R, FIN, AGR NPL3, §G, NOM}]
g

la}

NPL+R, 3, SG, NOMI VPLFIN, AGR NPL3, SG, NOM]I
np <np, s>
{np, s>
(b}
Vi999, -SUBJ, FIN, PPLforl
AGR NPL3, SG, NOM]| np
{np, <np, s>> np
le)
Piifor]
np
np
{d)
PL3G, forl NPLACC]
{np, np> np
who works for Jahn
Figure 20
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tional rules are requivred.

3.1.2. GPSG: “whom Ball works for-

The analysis 1s shown in fig. 21. The ID rules for (aj-{e) are

(65) a. § -> X2, H/X2 {see GKPS p.145, 148, 155, 248)
b. § -> X2, HL-SUBJJ {see GKPS p.139, 155, 248)
c. VP -» HiL989), PPLfor] {assumed; see GKPS p.i187)
d. PP -> 1 (assumed; see GKPS p.132)
e. P1 -> HL3BJ, NPL+NULLJ {see GKPS p.143) " ‘

The 1D rule for (e) 1s obtained from
{66} P1 -> H{38], NP {GKPS p.134, 140, 248}

by Slash Termination Metarule 1 (STM1; GKPS p.143, 248}:

(67) 7 -> W, X2
!
Z -> W, X2L+NULL}

3.1.3. GPSG: "whose book Mary loves"

An analysis 1s shown ain fig. 22. We use the ID rules

(683 a. 5§ -> X2, H/X2 {see GKPS p.145, 148, 155, 248)

b. NP -» NPL+POSS], Hi {see GKPS p.148, 248)

¢c. § -> X2, HL-5UBJ) {see GKFS p.139, 155, 248}
d., N1 -> HL30! {see GKPS p.247)

e.

VP -> HiZ2}, NPL+NULLI tobtained using STM1; see GKPS p.143)

for ta}-ie) respectively. We also need an LP rule for {bj:

{63) POSS < =-LPOSS]) {assumed} I have assigned type <nt,

np> to the category deminating whose as (68b) seems to require. However 1n

GKPS p.234 <np, np> 1s suggested., This appears to be an error. Note that

whose 1s viewed as a possessive noun phrase rather than a determiner. This
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NPL+R,
np

whom

ACCH

NPL3,
hp

B1ll

SL+#R, FEN, AGR NP3, SG, NOMIJ
s
[a}

SEFIN, AGR NPL3, SG, NOMJJ/NPLACC)
<{np, s>

]

th)

VPLFIN, AGR NPL3, SG, NOMJI/NPLACC])

<np, s>
{c)
V1998, -Su8J, FIN, PPLforl/NPLACCS
AGR NPL3, §G, NOM]] np
<{np, <np, s>> np
{d)
P1ifor}/NPLACC]
np
np
(e}
Pi38, forl NPLACC, +NULL]
{np, np> {NPLACC]
]P
works for Lel
Frgure 21
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SL+R, FIN, AGR NPL3, SG, NOM})

s
ta)

//\

NPL+R, 3, SGIJ
np
np
(b}

NPL+R, N113,
+POSS, AGR ni
N1L3, 5Gi)

<p1, np>

NL30,
5G}
n

whaose book

SGj

PER 3,

NPL3, SG,
NOMJ

np

Mary

Figure 22

SLFIN, AGR NPL3,

/NP
<np, s>
g

{e)

VPLFIN,

5G, NOoMI}

AGR NPL3, S6, NOMJI

NP
{np, s>
<np, s>
{e)

viz2, -susl,
FIN,

AGR NPL3, SG,
NOMJ]

<np, <np, s$»>

loves

NPLACC, sNULLI
INPLACC S
np

Lel

15 what 1s suggested in GKPS p.234 but in GKPS p.153 1t 18 classed as a pos-

sessive determiner,

3.1.4. GPSG: "for whom Fred works”

The analysis 15 given an fig. 23. The ID rules for local trees {a)-{e) are

a1



(10) a. S -> X2, HIXZ {see GKPS p.145, 148, 155, 248)
b. PP > H1 {assumed; see GKPS p.132)
c. S5 -» X2, HL-SUBJ} {see GKPS p.139, 155, 248)
d. P1 ~» HL38), NP (GKPS p.134, 140, 248}
e. VP ->» H1999), PPlfor, +NULL]
The Il rule (780e) 15 obtained from
(713 VP -> H{999], PPlforl tassumed: see GKPS p.157)
SL{+R, FIN, AGR
NPL3, SG, NOMJ!
s
{a)
PP{+R, forl SLFIN, AGR NPL3, 5G,
np {PPLfOr!
np inp, s>
(b) [
{c)
P1L+R, for] NP13, SG, NOM} VPLFIN, AGR
np np NPL3, 56, NOMII
np [PPLfor}
(d} {np, s>
<{np, s>
{e)
PL3B, for] NPL+R, ACCH v0L899, FIN, AGR PPL¥for,
<np, np> np NPL3, SG, NOMI§ /PPLfor}
<np, . <np, s> np
for whom Fred works Lel
Figure 23
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by STM1 {see section 3.1.2}.

3.1.5, G6GPSG: "a pacture of which exists”

The analysis 1s given in fig. 24, The ID rules are

{72y a. § -> X2, HL-5UBJ] {see GKPS p.139, 155, 248}
b. NP -> Det, H1 (assumed; see GKPS p.B%, 81, 126, 209)
C. YP -> HLt} {see GKPS p.110, 247}
dg. Nt -> HL35], PPliof] lsee GKPS p.128, 247)
e. PP -> Hi {assumed; see GKPS p.132)
f. P1 -> HL3B), NP (see GKPS p.134, 140, 248}

3.2, Analyses lUnder Combinatory Grammar

I represent the category of relative clauses by "SiWH X|". This :s to be
viewed as & notational variant of the actual category which I suggest in
section 4 to be NP\NP, Alternatively we could have used "SLWH Nj”

reprasenting NAN,

The lexical categories for who and whom are S1WH NPLPER u, NUM
vII/VPLFIN, PER u, NUM vl énd SLWH NPLPER u, NUM vjJ/{SLFIN}/NPLPER u, NUM
vi}. Since subjects are nominative and all other noun phrases are accusa-
tive we do not actually need to mention case. which will have both

categories. whose will form either gaiven a noun. The resulting constaituent

shares its agreement with the noun not the antecedent so, for example, the
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SL+R, FIN, AGR NPL3, SG, NOMi]
8
(a)

NPL+R, 3, SG, NOM]J VPLFIN, AGR NPL3, SG, NOM})
np <{np, s> '
np : <np, s>
{b) {c)
Detl Nil+R, 3, SGJ Vi1, -SUBJ,/FIN,
AGR N1L{3, nt AGR NPL3, S5G, NOM]|J
SGJ} n1 {np, s>
<nl1, np> {d}
NL3S, PER 3, PPL+R, of!
SGj np
{np, ni> np
{e}
PiL+R, of)
np
np
///’///Lf’
PL38, of! ©ONPL+RY
<np, np> np
a picture of which exists
Figure 24

‘subject’ whose 1s [SLWH NPJ/VPLFIN, 3, NUM XI}/NENUM X].

3.2.1. C€G: "who works for John”

o4



SLWH NPL3, 5GJ!

>apply
(c)
S1WH NPLPER u, NUM vi/ VPLFIN, 3, SGI
V?{FIN. PER u, NUM vi >apply
{b)
VPLFIN, 3, SGi/ PPLFORI
PPLFOR) >apply
fal
PPLFORI/NPLACC) NPL3, 5G]
who works for John
Figure 25

An analysis 1s given 1in faig. 25.

3.2.2. CG: "whom B1ll works for”

An analysis 1s given in fig. 26.

3.2.3. CG: "whose book Mary Joves”

An analysis 1s given in 27. whose has the same syntactic type, NP/N, as
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SLWH NP!

>apply
lel
SLWH NPLPER u, NuUM v]/ SLFINJ/NPLACC)
(SLFINJ/NPLPER u, NUM vi} >compose
(b}
SLFINJ/VPLFIN, 3, S6} VPEFIN, 3, SGI/NPLACC)
si rcompose
{a)
NPL3, SG) VPLFIN, 3, SGJ/PPLFORI PPLFORj/NPLACC]
whom B1ll works for lLe}
Figure 26
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SLWH NPJ

>apply
le)
SLWH NPJJISLFINI/NPLI, SGJ1) SLFINJ/NPLACC)
>apply >apply
ta) {b}
(SLWH NPIJ{SLFIN]/ NLSG] SLFINJ/VPLFIN, 3, SGJ VPLFIN, 3, SGi/
NPL3, NUM Xii)/ s| NPLACC]
NLNUM X!
NPL3, SG!
whose book Mary loves lel
Figure 27
geterminers.
3.2.4, CG: "for whom Fred works”

Pied piping such as that which occurs in this example and the example in the

next sectron seems to be a clear instance of feature percolation and as such

a challenge for the C6 framework.

t3
object relative pronoun type-ralsing rule

(73) Object Relataive Pronoun Type-raising t"or{")
' SLWH NPLPER u, NUM v]i/(SLFINI/NPLPER u, NUM v]}:F
{SLWH NPLPER u, RUM vI]I/{SLFIN}/2})N{Z/NPLPER u,
_"";E _______________

This rule,
en from STOHMN.

and the type-vaising rule

57

in the next section,

For the examples here I use the followlng

=3

NUM v]):LGLHLFILXLH{GX} 1}

are not tak-



The semantics have been included but will not be discussed. S1WH
NPJ/I(SLFINI/X) corresponds to a category X carrying the WH FOOT feature 1in

GPSG. Thus the type-ralsing rule corresponds to

(74) NP Z,y VIZINP)
s{wH NP}
rapply
(c}
S[wWH Np]/(S[FLINT/PRPIFOR]) S[{FIN]/pPIFOR]
{apply yeompose
{a) . {b)
PPLFOR]/ {5[wH NP[PER u, s[riIn]/ve{rin, 3, sG]  VP[FIN, 3, 5G]/
ne[ace] NuM v]1/(s[¥IN]/ s] - pP{¥OR]
pr{rOR] I\ (PRIFOR]Y/
Ne[PER u, NUM v])
or}

s[wh Ne{PER u, NUM v]]/ NP[3, 5G]
(S{FLN]/NP[PER u,
nNum vl

for whom ¥red works [e]

Figure 28
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The analysls for the relative clause 1§ given 1nh firg.

3.2.5. €6: “a paicture of which exists”

The analysis 1s given in fig.

rule whereby whom or which will be able to combine backwards with NP/NP to

29. We need another, similar,

form a constituent which can act as a subject:

type raising

SLWH NPI/
VPLFIN, 3, 5G]
{apply
{c)
NPL3, SGJ/
NPLACC]
>compose
(b}
NPL3, SG}/ NLSGI/NPLACCI
NLSG] >tompose
laj

NLSGI/ PPLOF/
PPLOF] NPLACC)

a picture of

SLWH NP
>apply
td)

{SEWH NPLPER u, NUM v]y/
VPLFIN, PER x, NUM yl)\
(NPLPER x, NUM y]J/NPLPER u,
NUM vl)

osri

SLWH NPLPER u, NUM v]i/
[(SLFINI/NPLPER u, NUM vil)

which

Figure 23

VPLFIN,

exists

3,

5G]
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(75} Object-to-Subject Relative Pronoun Type-raising {"osr[")
S1WH NPLPER u, NUM v}iJ/{SLFINJ/NPLPER u, NUM v]) =>
{SLWH NPLPER u, NUM v]]/VPLFIN, PER x, NUM yl)
VINPLPER x, NUM y)/NPLPER u, NUM v])

3.3. Analyses under Head-draven Phrase Structure Grammar

The following LP rules suffice to pre#ent spurious linear ordering in the

analyses given hers.

{76) a. subject-before-predicate

X ¢ VISUBCAT <x>]

b. verb-before-complement and noun-before-complement
LSUBCAT <x, y>»} < X

c. preposition-before-NP
PLSUBCAT o] < X

d. antecedents-left-of-relatives and leftward-extraction
X < s

e. nounS*rxghtfof~determ1ner51B
X < NLSUBCAT <{x>]

The category for who 18
(77} NPiPER u, NUM v, NOM, REL <NPLPER u, NUM v]>, SLASH

whom 18 the same but accusative. whach 1s the same except for being

unspecified for case since it may take eather. I have treated whose as a

In HPSG mouns subcategorize far determiners since head features appear
ta percolate from the npoun. In C6 the converse is assumed: determiners
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determiner rather than as a possessive noun phrase.

3.3.1., HPSG: "who works for John’®

The analysis 1s shown in fig. 30. Rules for local trees {a)-(c) are

{78) a. -> HLSUBCAT <X>], C {see POLL p.6}
b. ~>» HLSUBCAT <X, ¥>}, C {see POLL p.8)
c. =>» HLSUBCAT <X>}, C {(see POLL p.6)
SLFIN,
REL <NPL3, SGl>,
SLASH <>}
SP
(c}
NPLPER w, NUM v, NOM, VEFIN, SUBCAT
REL <NPLPER u, NUM v]>, <NPL3, 3G, NOMI>,
SLASH <> REL <>, SLASH <>
’ sp
(b
VLFIN, SUBCATY PPLFOR,
¢PPLFOR/, REL <>, SLASH <>}
NPL3, SG, NOMI>, SP
REL <», SLASH <>]>]} {a)
PLFOR, SUBCAT NPL3, SG,
<NPLACCI>, REL <>,
REL <>, SLASH O} SLASH <>
who WOorks for John
Figure 30
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3.3.2. HPSG: "whom Bill works for”

The analysis 15 given in fig. 31. Grammatical rules for local trees (a)-

{d} are
SLFIN,
REL <NP>,
SLASH <> 1]
SLASH-binding )
tdi
NPLPER u, NUM v, SLFIN, REL <>,
REL <NPLPER 4, NUM vi>, SLASH <NPLACCE>]
SLASH <> SP
tc)
NPE3, SG, VIFIN, SUBCAT <NPL3,
REL <>, SLASH <> SG, NOMI>,
REL <>, SLASH
<NPLACCI>)
SP
{b)
VLFIN, SUBCAT PPLFOR,
{PPLFOR], REL <>, SLASH
NPL3, S§6, NOMI>, <NPLACC >}
REL <>, SLASH <{>] GIP
{a)
PLFOR, SUBCAT
{NPLACCI>,
REL <>, SLASH &)
whom Brll worTks fbr le}
Faigure 31
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{79) a. -> HLSUBCAT <X>), C {see POLL p.b6}

b. -> HLSUBCAT <X, ¥Y>»}, C {see POLL p.B)
e, -> HLSUBCAT O ), € tsee POLL p.B}
d. -> HIMAJ V, FIN, SUBCAT <>!, X [LProcedure: SLASH~-bind X to HI

{see POLL p.25}

Note that the Gapllntroductlon Principle 1s used in {a}. 1In (d} we are
using a Linking rule.
3.3.3. HPSG: "whose book Mary loves”
The analysis 1s given in fig. 32. Rules for {(a}-(d) are
{80} a. -> HLSUBCAT <X, Y>»j§, C {see POLL p.B)
b. =-> HLSUBCAT <X>], C {see POLL p.6)
c. ~>» HLSUBCAT <X, Y>J, C see POLL p.86) '
d. -> HLMAJ Vv, FIN, SUBCAT <>»J, X [(Procedure: SLASH-bind X to HI]

{see POLL p.25)

3.3.4. HPSG: "for whom Fred works”

The analysis 1s an fig. 33. Grammatical rules for local trees {al-id} are

{81) a. -> HLSUBCAT <X>]J, C {see POLL p.6)
b. ~» HLSUBCAT <X, Y>1i, C {see POLL p.6B)
c. ->» HLSUBCAT <X>»], C {see POLL p.B6)
d. -> HLMAJ V, FIN, SUBCAT <>}, X [LProcedure: SLASH-band X to HI

{see POLL p.25)

respectively.

3.3.%. HPSG: “a picture of which exasts”

The analysis 1s shown an fig. 34. Grammatical rules for . local trees f{a)-

(d} ars
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DETLREL
NP>

whose

SLFIN,
REL <NP>,
SLASH <>
SLASH-binding

td)

T T

SLFIN,
SLASH <NPLACC]>}
SP
fel

NPL3, 56,

REL (NP>,

SLASH <>

sp

{b)
NL3, S5G, SUBCAT NPL3, 36,
{DETLSG]>, REL <>,
REL <>, SLASH <> SLASH <>
book Mary

Frgure 32

VIFIN, SUBCAT
¢NPL3, S§G.
NOMI>,

REL <>, SLASH
{NPLACC)> ]
GIP

ta)l

|

VLFIN, SUBCAT
{NPLACC],
NPL3, $5G,
NOMI>, REL <>,
SLASH <31

loves el
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PPLEOR,
REL <NPJ,
SLASH O}
SP

()

PLFOR, SUBCAT
{NPLACCY>,
REL <», SLASH <>

for

SLFIN,

REL <NP», SLASH <>}

SLASH-binding
{d)

SLFIN,

REL <>,

SLASH <PPLFORI>/

SP
tci

NPLPER u, NUM v,

ACC,

REL <NPLPER u, Mvi>
SLASH <>}

whom

NPL3, 56,
REL <>, SLASH <>

Fred

Figure 33

VLFIN, SUBCAT
<NPL3, SG, NOMI>,
REL <>, SLASH
<PPLFORE>

GIP

(b)

VLFIN, SUBCAT
{PPLFOR],

NPL3, SG, NOMI>,
REL <>, SLASH <

works
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SLFIN,
REL <NP>,
SP

td}

SLASH <>}

,//\

NPL3, S6, VLFIN, SUBCAT
REL (NP>, <NPL13, SG, NOMI>,
SLASH <> REL <», SLASH <3}
5P
lc}
DETLSG, REL 4> N13, $6, SUBCAT <DETLSGI>,
REL <NP», SLASH <]
SP
(b}
NL3, 56, SUBCATY PPLOF,
<PPLOFI>, REL
DETLSGL>, REL <45, {NP?>,
SLASH <5 SLASH <>
sp
ta)
PLOF, SUBCAT NPLACC, PER u,
{NPLACCIY, NUM v,
REL <>, SLASH <>} REL <NPLPER u,
NUM vi>,
SLASH <>
a pircture of which exists
Figure 34
(82} a. ->» HLSUBCAT <X>J), C {see POLL p.&)
. -» HLSUBCAT <X, Y»}, C [see POLL p.B}
c. =-> HLSUBCAT &X>1, C {see POLL p.B}
d. -> HLSUBCAT <X»§, C {see POLL p.B)
respectively.
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4. Incorporating the antecedent

It was mehtioned i1n section 1 that there is uncertaanty about the category
of the constirtuent that a relative clause combines with., 7To get the correct

semantics of say

(83} Every man whom Bill works for lLel won the pools

we would like the determiner to Jjoin after the relative clause. Thus assum-
ing every has an 1ntefpretat10n something like LPLAVxLP{x)->Q(x}], we can
combine this with “man whom Bill works for” with interpretation

Lytman {y)&Brll-works-for'{(y)] to give LGVxilman (x}&Bill-works-for {(x)]-
s0{x)] for the noun phrase. But 1t 15 hard to see how we can get thas
interpretation 1f "every man” 1s a constituent with interpretation LAV

wiman {x)->Q{x}}.

So semantically we want the relative clause to combine with a nomanal
constituent lower in the X-bar hierarchy than noun phrases. .Further evi-
dence for relatives combining with lower constituents s provided by the
fact that combining a restrictive relative clause to a proper hame 1S dubi-

ous:
{84} 7Cec1l whom B1ll works for lej likes apples
However with appositive intonatron the string is fine:

(85) Cec:l, whom B1ll works for lel], likes apples
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Sentences like
{88) He who tries will be rewarded

sound slightly antiquated and/or formal but do nol have comma intonation and
the relative clause 1¢ jolped to a noun phrase {assuming the Montague tradi-
tion by which pronouns are full NPs}. A strong argument for the houn phrase

antecedent hypothesis :s provided by cages such as
{87} LA boy and a girl) who ran away together have returned home

where the coordinated antecedent s undoubtedly a noun phrase.

If we say that restrictave relative clauses joln to a Noun or Nom then
we must provide extra apparatus to get appositive relatives such as (85} and
coordinated cases such as (87). If we say that all relatives have noun
phrase antecedents then our semantics becomes harder and we must look else-
where than syntactic structure for an explanation of the differences 1in
intonation between restrictive and appositive relatives. [ prefer the noun
phrase antecedent story and this 1s the 1ine 1 shall follow an dealing with

€CG and HPSG. 1In GPSG relative clauses Join to N1 antecedents.

17
A relative pronoun must agree with 1ts antecedent in number

{881} The mountain whach stands before us was once under sea
*The mountains which stands before us were ohce under sea
*The mountain which stand before us was once under sea

The mountains which stand before us were once under sea

oo o e
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Assuming we allow pronoun antecedents, it will be seen that a relative pro-

noun alse agrees with its antecedent in person:

{88} a. He wha has tried will be rewarded
b, %I who has tried will be rewavded
¢. *He who have tried will be rewarvrded
d. 1 who have tried will be rewarded

In GPSG relative clauses joxn to Nt sisters hy the ID rule
(90} Nt -> H, SL+RIJ {see GKPS p.155, 248)
The top part of the analysis of
(9%) the man whom Bill works for lel

18 given in fig. 35. It seems to me that there 1s no mechanism covering
agreement between the relative pronoun and 1ts antecedent, Presumably such
a link was supposed to be mediated by WH's value, and the CAP would somehow
cover this feature as well as the other two category-valued features AGR and
SLASH. As thaings are then, GPSG fails to block examples like {88b) and

{88c). Because antecedents are Noms, none of {83} are obtained.

1 have saxrd that I want to treat relative clauses as NPANP in CG., Thus
the "SLWH NPLNUM u, PER vl}" used earlier means NPUNUM u, PER vi\NPLNUM u,
PER v]. Given this category, Jjoining a relatave clause to 1ts antecedent 1s

a simple matter of backward application; see fig. 136,

Stricly speaking because relative pronouns don t have different in-
flectional forms we should say that the antecedent must meet the agreement
requirements of the position occupied by the relative pronoun.
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nef3, sel

np
(a)
pEtrfAaGR N1[3, sG]
Ni[3, sG] ni
<nt, np? {b}
N1[3, sG] s[+R, FIN, Acr np[3, 86, NOM]]
nt np, 82
N[30, PER 3,
5G]
the man whom Bill works for [e]
Figure 35
nr[3, sl
NP3, 8G] NE[NUM u, PER VI\NP[NUM u, PER v]

ne{3, Num yl/n[numM y]  NESG

the man whom Bill works for [e]

Figure 36
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In HPSG we reguire a linking rule to deo this job:

{921 M -> H, XLV, FIN, SUBCAT <y, SLASH <>} IProcedure: REL-bind H to X}

Fig. 37 1llustrates 1rts use.

We now turn to gender. It was noted 1n section 1 that which must have

a2 neuter antecedent and who, whom, and whose must have non-neuter ones. TJo

cover these facts an CG and HPSG we simply need to introduce a gender

feature. S0 1h CG6 the lexical category for whg, say will be

{83} INPLPER u, NUM v, GEN wWI\NPLPER u, NUM v, GEN wli}l/
{SLFINF\NPLPER u, NUM v, GEN wl)
w ¢ {MASC, FEM, NEUT}

{using SANP instead of VP}. In HPSG 1t will be

NPL3, SG, REL <>, SLASH <>}
REL-binding
{a}

NPL3, $G, SLFIN,

REL <>, SLASH ¢>] REL <NP>, SLASH <]

sp

()
DETLNUM v, NL3, SG, SUBCAT
REL <) CDETLSGY,

REL <>, SLASH <>}
1

the man whom B11l works for le]

Figure 37
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(94) NPLPER u, NUM v, GEN w, NOM, SLASH <>,
REL <NPLPER u, NUM v, GEN wil>!
w ¢ {MASC, FEM, NEUT}

As was mentioned at the beginning of section 3.2, with whose, which I have

viewed 1nh HPSG as a determiner rather than a possessive noun phrase, the
number, gender and person of the anteceﬁent 15 entirely irrelevant to agree-

ment within the relative clause; 1t 1s the noun that whose binds to which 1s

important there. Thus

(95} The girls whose herc sacrificed himself cried

So in HPSG whose samply has lexical entry

(96) DETLREL <NP>{

as was used in section 3.3.3. In CG the 'subject’ whose will be (INPLPER u,

NUM v, GEN wi\NPLPER u, NUM v, GEN wl)}/{SLFINJA\NPL3, NUM y, GEN z]))/NINUM

y. GEN z].
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5. Summary of data, grammars, and implementations

In this section I summarise the data addressed in this paper by presenting
ten example sentences which contaln the relative clauses analysed 1n section
3 and which exhibat certain agreement phenomena discussed in section 4. I
also give GPSG, CG and HPSG graﬁmars intended to cover this data, and diss
cuss the implementations of each of these grammars. The implemented gram-
matical rules and lexicons are listed in the appendlces. There also are
copies of the parsing systems’ responses to eaéh of the ten example sen-~

tences. The implemented grammars appear to operate correctly.

5.1. Summary of data

The first two example sentences are

t97) a. The man who works for John exists
h. *The men who works for John exist

The second sentence 1s ungrammatical because within the relative clause, who
must be singular to agree with 1ts verb, yet 1ts antecedent 1s plural. The

palr thus 1llustrate relative pronoun/antecedent agreement for number.

The sentences

{98) a. The man whom Bill works for exists
b. *¥The firm whom Bi1ll works for exasts

are used to 1llustrate the fact that whom cannot have a neuter antecedent.
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The fifth and sixth examples are

{99)Ja. The man whose book Mary loves exists
b. The men whose book Mary loves ex:ist

intended to show that whose may have any number antecedent (of course the

person and gender are also unconsirained}.

The case-sensitivity of who and whom 1s seen in

(100} a. The person for whom Fred works exists
b. *The person for who Fred works exists

The latter is ungrammatical because prepositions require accusative noun
phrase complements and who 1s nominative. The relative clause 1s pied

piped.

The last itwo test septences are

‘(101) a. A book a picture of which exists exuists
b. *A man a pacture of which exists exists

Again there 1s pred paping; the fact that whaich requires a neuter antecedent

15 alseo 1llustrated.

5.2. Summary of agrammars and implementations

The GPSG, CG and HPSG grammars required to cover the data in section 5.1 are

summarised i1n sections 5.2.1, 5.2.2, and 5.2.3 respectively. The implemen-
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tations of the grammars are also discussed in those sections.

5.2.1. Generalized Phrase Styructure Grammar grammar

The GPSG ID rules, LP statements, and metarules required for the data con-
s¥dered 1n this paper are summarised in fig. 38. Because of the difficul-
ties with some feature percolation [(SLASH and the HFC, CASE and the CAP, énd
relative pronounfantecedent agreement), and because of the uncertainty about
FSDs and the lexicon and lexical admissability rules, I have not conslderéd
it worthwhile to try to construct a complete grammar under GPSG as presented
1n GKPS. However I do construct and implement a full grammary under GPSG as
presented i1n Gazdar {1982}). This grammar was ruh under a system bullt by
Thompson and Phillips (see Thompson and Phallips {1984})). The grammar for-

malism built into this system, and GPSG as defined in GKPS, differ guite

widely; some of these differences are discussed below.

The Thompson/Phillips system uses context-free rules rather than ID/LP
rules, and I made use of no default mechanisms, so the only types of grammar
rules were ordinary grammatical rules, and metarules. The only feature per-
colation convention 1s a head feature percolation convention. This conven-
tion 1s of highest priority: even rf differences in head feature values on
mother and head are stipulated 1n a grammatical rule, the head feature con-
vention overides and forces the mother to share the daughter’'s specifica-

tion. It was found convenient to make POSS and CASE head features even

though they are not in GKPS.

79



subject-predicate 1D rule
8-> %2, H[-suBJ] (see GKPS

texical 10 rule for verb ‘work’
ve -» H[999%, prlforx] {assumed;

p2/pi 1D rule
P2 ~> Hi {assumed;

p.139, 155, 248)

see GKP5 p.157)

see GKPS p.132}

Lexical LD rule for NP-requiring prepositions

p1 -> H{387, NK {see GKPS

Left~extraction NP Lb rule
5 ~» X2, H/X2 {see GKPS

Possessive NP LD rule
NP -> Np[+poss], Hi (see GKPS

Lexical LU rule for complepentless nouns
Ni ~» H[30] {see GKPS

rexical LU rule for verb "love’
ve -> Hi{2], NP {see GKPS

Yeterminer-noun LU rule
N2 -> Det, HI (assunmed;

bexical LD rule for noun 'picture’

N1 -> H[35], priof] {see GKPS
Relative clause antecedent LD rule

Nt -y H, S[+R] {see GKPS
LP rules:

[+N] ¢ pE < VP [see GKPS
SUBCAT ¢ -[suBcar] {see GKPS
DET ¢ [+N] {assumed)
posy < -[poss] (assumed)

slash Termipation Metarule 1
2 -> W, X
2 ~>» W, X[+NuLL]

¥igure 38
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The system allows no category. valued features, so relative pronoun
information was encoded 1n three atom-valued features RPER, RNUM and RGEN.
Natgrally these percolate like FOOT features. Because there 1s no counter-
part to the FFP 1t was necessary to write these features into most grammati-

18 )
cal rules . Similarly because there 1s no CAP, subject-verb agreement was

done explicitly.

Not even the SLASH feature is properly category-valued. All it carries
1s the major category and a bar level. So for example 1f we want to left-
extract a ‘for' -prepositional phrase, we lose the "for' part. The restrac-
tion of metarules to lexical rules 1s lifted. This means that i1t was possi-
ble to use metarules to give slashed counterparts to each ordinary grammatli-

cal rule.

As I used the system, the lexical insertion rule was such that the
category dominating any lexical :rtem contained all and only the feature
specifications in one of the lexical i1tem’s lexaical categories. Each lexi-
cal category was written out in full; thére was no mechanism for unifying
feature values in the lexicon. It was possible to adhere to the 'constant
domain' hypothesis of sectron 2.1 except 1t didn’t seem right to assign PER,

NUM, GEN or CASE values to whose, assumed to be NPL+POSS].

The FFP allows FBOT features to percolate up from any daughter, so it
might seem that we would require several grammatical rules cerresponding te
the different percolation permutations pessible. However, for the examples
here FOBT features only ever percelate up from non-heads, and we never need
te give what amounts to the same rule twice,
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The grammatical fules and lexicon are given in appendix A, along with

parses for the example sentences in section §5.1.

5.2.2. Combinatory Grammay grampmar

The grammatical rules reqguired by C6 to cover the data considered in this

paper are listed in fig. 39. Note that I am now using S\NP rather than VP.

Examples of lexacal entries are shown in fig. 40.

>apply
Xiy- vy =» X

<apply
Y X\Y = X

>compose
Xty Y12 =5 XIZ

s|
NPLPER u, NUM v, NOM, GEN wil => SLFINJ/{SLFINJ\NPLPER u, NUM v, GEN wi}

ori

{NPLPER u, NUM v, GEN wIA\NPLPER u, NUM v, GEN wl}/
(SLFINJ/NPLPER u, NUM v, GEN wl} =>

{INPLPER u, NUM v, GEN w]\NPLPER u, NUM v, GEN wl)/(SLFINI/Z)}\
{Z/NPLPER u, NUM v, GEN w}l}

osr|
(NPLPER u, NUM v, GEN WiANPLPER u, NUM v, GEN wl}/
[SLFINJ/NPLPER u, NUM v, GEN wl) =>
(UNPLPER u, NUM v, GEN wl\NPLPER u, NUM v, GEN wij}/
ISLFINJAVNPLPER x, NUM vy, GEN zl})\
{NFLPER %, NUM vy, GEN z)/NPLPER u, NUM v, GEN wl}

Figure 39
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This Combinatory Grammar grammar was implemented undey Jo Calder’s PIMP
system {see Calder {1985)) which 1s an implementation of the PATR-II grammar
formalism. PATR~II [see Shieber et al. (1883)) 1s a simple but versatile

grammar formalism. Categories are represented by directed acyclic graphs

John NPL3, SG, MASCH
works (SLFINJANPL], SG, NOM])/PPLFOR]
of PPLOFJ/NPLACCY
a NPL3, SG, GEN wi/NLSG, GEN w]
person NLSG, COMM]
who {NPLPER u, NUM v, GEN wlI\NPLPER u, NUM v, GEN w}}/
[SLFINJANPLPER u, NUM v, GEN wl]}
w ¢ {MASC, FEM, NOM}
whom {NPLPER u, NUM v, GEN wl\NPLPER u, NUM v, GEN wl}/
{SLFINJ/NPLPER u, NUM v, GEN wl)
w ¢ {MASC, FEM, NOM}

which {NPLPER u, NUM v, NEUTJANPLPER u, NUM v, NEUTI)/
(SLFINJ\NPLPER u, NUM v, NEUTI)

which {NFLPER u, NUM v, NEUTIANPLPER u, NUM v, NEUT))}/
{SLFINJ/NPLPER uw, NUM v, NEUT})

whose {{NPLPER u, NUM v, GEN wi\NPLPER u, NUM v, GEN wl)/
(SLFINJ\NPL3, NUM vy, GEN z])}/NLNUM vy, GEN 2]
w ¢ {MASC, FEM, NOM}

whose {{NPLPER u, NUM v, GEN wI\NPLPER u, NUM v, GEN wij/

(SLFINI/NPLI, NUM y, GEN zl))/NLNUM y, GEN 2]
w ¢ {MASC, FEM, NOM}

Figure 40
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{DAGs)}. A part of a DAG 1s referenced by following a path consisting of
sequences of arc labels separated by colons. Such a path amounts to a com-
plex feature name. The DAG so referenced 1s the corresponding feature value
and may consist of a single node, so that the value 1s atomic, or a complex
DAG corresponding to a category- or stack-value. Grammatical rules consist
of a phrase structure part and a set of unifications. Each unifacation con-
s1sts of two paths which start with a symbol cccuring in the phrase struc-
ture part of the rule. The unification 1is interpreted as requiring that the
BAGs led to by these paths in the categories picked out by their initial
symbols are identical. A grammatical rule as a whole 1s i1nterpreted as

agmitting a local tree 1f and only 1f each of 1ts unifications 1s satisfied.

The formalism 1s such that the absence of a feature from a category,
i.e. the absence of a path in a DAG, 1s always interpreted us uncon-
strainedness: the category may unify with any specification for that
feature. This means that we canpet, for example, try to indicate the
absence of slash from a CG category by having no slash path, because the DAG
would unify with any slash specification. Rather, the absence of slash must

be positively marked, e.g. by having a feature “slash” with value "no”

1 do not have sufficient space to properly discuss the specafic CG6 and
HPSG grammars in the appendices. From a linguistic point of view the
detairls of the implementation are not crucial; what 1s aimportant 1s that the

CG grammar in fig.s 40 and 39 was implemented and performed correctly over‘
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the data listed in section 5.1.

5.7.3. Head-driven Phrase Siructure Grammary grammar

The syntactic rules reguired by HPSG to cover the data 1in gection 5.1 are
listed in fig. &1. Some lexical entries are given in fig. &2Z. This HPSG

grammar was also implemented using PIMP. It may seem surprising that HPSG's

Head~complement rules

M o-> X, HLSUBCAT <x>|

M -> HLSUBCAT <x, y>l, X

Linking rules

M -> X, HLMAJ V, FIN, SUBCAT <>, REL <>} |Procedure: SLASH-bind X to HI

M -> H, XLMAJ V, FIN, SUBCAT <>, SLASH <>] [Procedure: REL-bind H to X}

LP rules

X ¢ VISUBCAT <x>1
LSUBCAT <x, y>I ¢ X
PLSUBCAT <x>] < X
X < S

X ¢ NLSUBCAT x>}

Figure &1
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John NPL3, §G, MASC, SLASH <>, REL <>}

WOTrKSs VEFIN, SUBCAT <PPLFORJ, NPL3I, SG, NOMI>,
REL <>, SLASH <}

of PLOF, SUBCAT <NPLACCJ>, REL <>, SLASH <]
a DETLSG, REL <>
person NLl3, SG, COMM, SUBCAT <DETLSGI>, REL <>, SLASH <>]
who NPL{PER u, NUM v, GEN w, NOM,
REL <NPLPER u, NUM v, GEN wl>, SLASH <(>]
w <{MASC, FEM, NEUT}
whom NPLPER u, NUM v, GEN w, ACC,
REL <NPLPER u, NUM v, GEN wi>, SLASH <>I
w <{MASC, FEM, NEUT}

which NPLPER u, NUM v, NEUT,
REL ¢NPLPER u, NUM v, NEUT]>, SLASH <>]

whose DETLREL <HNP>]

Figure 42

RAA can be mimicked in such a declarative system as PATR-II. However,
because we have a simplified RAA and because we are dealing with laimited
cases of binding (i1.e. GPSG's FOOT] feature percolation, we do net in gen-
eral require several rules doing much the same work. The exception to this
18 1n jorning determiners to nouns. Because whose 18 treated as a deter-
miner, we need one.rule to cover the case where the determiner passes up the
REL binding feature, and another to cover cases such as "a tprcture of

whom!” where the noun passes up the REL banding feature.
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PATR-1T does not provide for LP statements - 1t imposes order within
the grammatical rules. Therefore 1t was necessary to repeat head-complement

rules for the different head«complement combinations we want to allow.

The 1mplemented grammar rules and lexicon are listed along with sample

0

output on the test sentences 1in appendix C.
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5. Discussion

Gne way to compare the grammar formallsms 18 to look at 6PSG, HPSG, and CG
as a sequence of grammars in which lﬁcreasxng amounts of information are put
in the lexicon. GPSG 1s a theory which concerns 1tself with the well~
farmedngss of trees completely independently of the lexaicon. The sub- .
categorization properties of lexical items are specified in ID rules with
which lexical items are assoclated by integer SUBCAT values. In HPSE lexi-
cal categories encode subcategorization properties darectly by means of a
SUBCAT stack and in €6 the informationris encoded directly an categories’

slasgh structures.

This movement of subtategorization information from syntactic rules to
lexical categories means that metarules can be dropped. Metarules in GPSG
apply to lexical ID rules only, 1.e. only those rules containing subcategor-
1zation information. Now once such information 1s shifted into categories
we can have ordinary grammar rules doing the work of metarules. In the
course of this paper for example, we have seen how GPSG requires a metarule:
STM1, to obtain left extraction; HPSG and C6 requare no such metagrammatical
device. GPSG s lLexical constraint on metarules appears to be a strong argu-
ment against GPSG's approach and for HP3G's and CG's category-encoding of

subcategorization properties.
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Because HPSG incorporates a lexicon, features filter up and GP3G's
FCRs, and FSDs, desighed to modulate instantiation, are not required. So
HPSE inherits from GPSG only non-lexical ID rules, LP rules, and the feature
percolation conventions; lexieal ID rules, metarules, FCRs, and F5Ds ave

made unnecessary by HPSG's use of the lexicon.

In €6, linear precedence information 1s also shifted into the 1exicon.
€6 contains no concept of head feature percolation. In effect, this i1dea
too 13 fixed within each lexical entry as follows. Head-complement pairs in
phrase structure grammar correlate with function-argument pairs in CG., Now
in €6, a function category ‘contains’ 1ts mother category left of 1ts slash,
so the head features appearaing on that mother can be specified darectly ain

the lexical category.

The major dirfference between the phrase structures grammars and CG6 1s
in phenomena involving FOOT features {called “bindang’ féatures in HPSG}.
It was stated at the beginning that the basic phenomena exhibited by rela-
tives are anaphora and movement, and these are Just those phenomena most
closely involved with FOOT features. We have seen how i1n the phrase struc-
ture grammars GPSG and HPSG the braidge between a relatlverproncun and its
antecedent 1s made by FOCOT feature percolation; in CG the percolation effect
15 obtained by type-raising. Movement is mediated an the phrase structure
grammars by the SLASH feature; 1in CG extracted items and extraction cites

are linked by functional composition.
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Phrase structure grammars’ SLASH and CG s type-raising both seem
untidy. For example to obtain the correct SLASH percolation it 1s necessary
to stipulate that SLASH 1s both a HEAD and a FOOT feature, and in HPSG we
need to give a rather ad hoc constraant an order to prevent subject extrac-
tion (see POLL p.27}. However there 1s an aspect of SLASH and type-raising
which seems more fundamentally suspect. This 1is that i1n both cases we posit
single-daughter syntactic local trees: in GPSG the effect of STM! on a
binary ID rule 1s to give a rule with only the head daughter {and a null .,
category); in HPSG using the GIP with a binary rule meéns there 1s only one
daughter; 1n CG type-raising necessarily applies to just one category. The
problem with single-daughter local trees 1s that their existence is tan-
tamount to saying "if you have category X, vou can call it category Y 1f you

want ',

These arguments seem to favour an approach in which we borrow phrase
structure grammars’™ FOOT features for anaphora, and C6's functional composi-
tion for movement; thus we avoid phrase structure grammar’'s SLASH and CG's
type-raising. [ would like to make a further suggestion however. We saw
that in the same way FCRs and FCDs in GPSG became constraints on lexical
entries 1n HPSG, so phrase structure grammars’' head feature convent%on
becomes rexnterpreted as a generalization about lexical categories in C6.

It seems to me that a1t may be possible to shaft FOOT feature percolation
inhformation into lexical categories alsc. The result would be a CG whach
does not need to invoke type-rarsing in order to obtain FOOT feature perco-

lation effects.
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However CG as presented here would stall uses type-raising for say
toplcallzatlon1g. 1 want to suggest something which constitutes a stand
against all the formalisms, GPSG, HPSG, and €& all adhere to what I view as
the "myth of canonical form . This 1dea has 1ts orzgans with Transforma-
tional Grammar and deep structure. The claim 15 that canonical sentences
are syntactically more basic than their topicalized and passivized etc.
"synonomous’ counterparts. Thus in the phrase structure grammars we requirre
metarules and gaps in order to obtain non-canonical forms, but not canonical
ones; and 1n CG we use functional compositron and type-rairsing to get topi-
calization. Bresnan (1878} argues convincaingly that passive 1s a lexical
process. It 1s my view that topicalization should alsc be viewed as a lexi-

cal process, 1.e. there will be seperate lexical categories yrelding canon-

1cal and topicalized forms.

In GPSG, HPSG, and CG we see a trend in which increasing amounts of
information are put inte the lexicon. I have suggested that FOOT feature
percolation, such as that which we see linking relative pronouns to
antecedents 1n pred-piped constructions, can alse be captured in lexical
categories. I have also suggested that "movement’, such as that we see 1n
some relative clauses, could be made a lexical process. The mechanism
facilitataing unbounded movement could still be functional composition. The
formalism emerging seems to be one in which the syntactic componént has vir-
tually disappeared.

I should say that STOMN does not view type-rvaising as essential to
capturing topicalization, though 1°m nat sure what alternatives he is think-
ing of.
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Appendix A: Generalized Phrase Structure Grammar implementation
Lexicon
{setq Dict “{{a (D {Rule DETNOUN}) (NUM 5G}))}
{b11l (N {PER THIRD) (NUM SG} (CASE NOM) {GEN MASC)
{RPER -) (RNUM ~} (RGEN -} [POSS -} (Rule NP1)]
{N (PER THIRD) (NUM S5G) {CASE ACC) {GEN MASC)
{RPER ~) (RNUM -} ([RGEN ~-) (POSS -} {(Rule NP1}})
(book (N (PER THIRD} (NUEM SG) (CASE NOM) {GEN NEUT)
{RPER -} {RNUM -) (RGEN -} (POSS -} {Rule NP30})
(N (PER THIRD} {NUM SG} {CASE NOM} (GEN NEUT)
(RPER -] (RNUM -} {RGEN -} {POSS -} (Rule NP30))}
{exists {V {Rule VP1) (VFORM FIN)} {(PER THIRD}] (NUM SG}})
{exist (V {Rule VP1} (VFORM FIN} (PER THIRD} {(NUM PL)}}
{firm (N (PER THIRD) [NUM S5G) {CASE NOM) {(GEN NEUT)
IRPER -1 {(RNUM -) {RGEN -~} {POSS -} (Rule NP3D)}
¢N (PER THIRD) {NUM S5G) [CASE ACC) (GEN NEUT)
{RPER -} (RNUM -~} [RGEN -] (POSS -) {Rule NP30}1})
{for (P {Rule P38) (PFORM FOR}}} '
{fred (N {PER THIRD} (NUM 56} (CASE NOM) {GEN MASC}
[RPER -} {RNUM -} IRGEN -} {(POSS -~} [Rule NP1})
(N (PER THIRD) {NUM S5G} (CASE ACC)} (GEN MASC}
(RPER -1 [(RNUM -} {(RGEN -] {POSS -~} f(Rule NP1l}]}
{john [N {PER THIRD) (NUM SG} (CASE NOM} [GEN MASC)
{RPER -} (RNUM -} (RGEN ~) (POSS -) (Rule NP1}}
(N {PER THIRD} {NUM S5G} (CASE ACC) (GEN MASC}
{RPER -1} [(RNUM -) [RGEN -} {POSS ~) {Rule NP1}}}
{loves {V (VFORM FIN) (PER THIRD) (NUM S5G) (Rule VPZ})]}
{man {N {PER THIRD]) {NUM SG) [CASE NOM} (GEN MASC)
{RPER -) (RNUM ~] (RGEN ~! [POSS -} {Rule NP38))
{N (PER THIRD] (NUM SG} [CASE ACC) (GEN MASC)
{(RPER -] {RNUM -} (RGEN -~} {POSS -} (Rule NP30})}
{mary (N (PER THIRD)} (NUM SG) (CASE NOM} (GEN FEM} )
{RPER -~} {RNUM -) [RGEN -} (POSS -~} (Rule NP1})
(N (PER THIRD) (NUM SG) {CASE ACC) [GEN FEM} ,
{RPER -1 {RNUM ~) {RGEN -) {POSS -} {(Rule NP1)]}
{men (N [PER THIRD) (NUM PL} {CASE NOM} (GEN MASC)
{RPER ~} (RNUM -] {RGEN -) {POSS -} (Rule NP30})
{N (PER THIRD) (NUM PL) [CASE ACC) (GEN MASC)
{RPER -3 {RNUM -] [RGEN -) {POSS -]} {Rule NP30}))
tof {P (Rule P38) (PFORM OF}})
{person (N (PER THIRD! (NUM SG] (CASE NOM} (GEN COMM}
{RPER ~} {RNUM -} {RGEN -} (POSS -} {Rule NP30}}
(N [(PER THIRD} {NUM SG} (CASE ACC} (BEN COMM)
{RPER -} [RNUM -} (RGEN ~) {POSS -) (Rule NP30}}}



{picture (N {PER THIRD) (NUM SG) {(CASE NOM)
(RPER -] {RNUM -} (RGEN -} (GEN NEUT} {(POSS -} [Rule NP35))
(N {PER THIRD} (NUM S5G; (CASE ACC)
{RPER -) (RNUM -] (RGEN -) (GEN NEUT) [POSS -~} {(Rule NP35}})
{the (D (Rule DETNOUN]} {NUM $G))
(D (Rule DETHNOUN) {NUM PL)}}
(which (N (PER THIRD) (NUM $G) {GEN NEUT) {(CASE NOM} (RPER THIRD)
{ANUM SG) (RGEN MEUT) (POSS ~} {Rule NP1}}
(N (PER THIRD) (NUM 5G) {GEN NEUT} (CASE ACC} (RPER THIRD)
[RNUM S61 [RGEN NEUT) (POSS -} (Rule NP1))
(N (PER THIRD} (NUM PL} [GEN NEUT) (CASE NOM) (RPER THIRD)
{RNUM PL) (RGEN NEUT} (POSS -) {Rule NP1))
{N (PER THIRD) (NUM PL) (GEN NEUT) (CASE ACC) {RPER THIRD)
(RNUM SG)] {RGEN NEUT) (POSS -} [Rule NP1}})
{who (N {PER FIRST) {NUM SG) {GEN MASC) {CASE NOM} .
{RPER FIRST) (RNUM SG} tRGEN MASC) ({POSS -} [Rule NP1}])
(N {PER SECOND} {NUM SG} (GEN MASC} {CASE NOM)
{RPER SECOND} [RNUM SG} [RGEN MASC) {POSS -} (Rule NP1})
{N {PER THIRD}) [NUM SG) (GEN MASC) (CASE NOM)
{RPER THIRD) (RNUM SG) {RGEMN MASC) {POSS =~) {Rule NP1))
{N {PER FIRST) {NUM PL) (GEN MASC} (CASE NOM)
_ (RPER FIRST) (RNUM PL} (RGEN MASC) (POSS -) {Rule NP11})
{N {PER SECOND) {NUM PL) (GEN MASC} (CASE NOM)}
(RPER SECOND) (RNUM PL) (RGEN MASC) {POSS -) (Rule NP1})
(N {PER THIRD) {NUM PL) (GEN MASC) (CASE NOM)
(RPER THIRD)} {RNUM PL) (RGEN MASC) (POSS -) {(Rule NP1))
(N [PER FIRST) {NUM SG} {GEN FEM} (CASE NOM)
{RPER FIRST) (RNUM SG} {RGEN FEH} {POSS -] (Rule NP1})
(N {PER SECOND) {NUM SG) (GEN FEM] {CASE NOM)
{RPER SECOND) |RNUM SG} [RGEN FEM} {POSS ~) (Rule NP1})
(N [PER THIRD} {NUM S$G} (GEN FEM} (CASE NOM) '

(RPER THIRD} {(RNUM SG} (RGEN FEM) (POSS -] {Rule NP1))
{N {PER FIRST} (NUM PL) {GEN FEM) (CASE NOM)
IRPER FIRST) (RNUM PL} |RGEN FEM} (POSS -) {Rule NP1})
(N {PER SECOND) {NUM PL} (GEN FEM} {(CASE NOM)
{RPER SECOND] (RNUM PL} {RGEN FEM} (POSS -) {Rule NP1})

{N {PER THIRD} (NUM PL)} (GEN FEM}) (CASE NOM)

{RPER THIRD} [RNUM PL} {RGEN FEM) (POSS -} {Rule NPi})

(N {PER FIRST) (NUM SG) (GEN COMM] (CASE NOM)

IRPER FIRST) {RNUM SG) {(RGEN COMM) {POSS ~} {(Rule NP1})

{N (PER SECOND} (NUM S5G} [GEN COMM} (CASE NOM)

{RPER SECOND) (RNUM SG) [RGEN COMM) (POSS -} (Rule NP1)}]

(N {PER THIRD) (NUM SG) [GEN COMM} {CASE NOM)

{RPER THIRD) (RNUM SG} (RGEN COMM) (POSS. -] (Rule NP1)}

(N {PER FIRST) {(NuUM PL} {GEN COMM] {(CASE NOM}

(RPER FIRST}) ERNUM PL} (RGEN COMM) (POSS -} {(Rule NP1}}

{N (PER SECOND} [NUM PL} (GEN COMM} [CASE NOM)

(RPER. SECOND} (RNUM PL} (RGEN COMM) (POSS -) {Rule NP1))

IN {(PER THIRD) (NUM PL) (GEN COMM} [CASE NOM)

{RPER THIRD} [(RNUM PL) (RGEN COMM} (PDSS -~} ({Rule NP1)})}
{whom (N [PER FIRST)} LINUM $G)} {GEN MASC) {CASE ACC)

(RPER FIRST) {RNUM SG) (RGEN MASC) (POSS -} (Rule NP1)}}

{N {PER SECOND} {(NUM SG} (GEN MASC} (CASE ACC)
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{RPER SECOND) (RNUM SG) (RGEN MASC} {POSS -) {Rule NP1})
(N {PER THIRD) (NUM SG) (GEN MASC) {CASE ACC)
(RPER THIRD) (RNUM S$G} (RGEN MASC) (POSS -} (Rule NP1))
{N (PER FIRST) (NUM PL) (GEN MASC}) {CASE ACC)

(RPER FIRST) [RNUM PL) {RGEN MASC} (POSS -} (Rule NP1))
(N {PER SECOND) {NUM PL) (GEN MASC) (CASE ACC)
(RPER SECOND) {RNUM PL} (RGEN MASC) (POSS -) {Rule NP1)}
{N (PER THIRD} [NUM PL) [GEN MASC) {CASE AC()
{RPER THIRD} (RNUM PL} (RGEN MASC) {(POSS -) (Rule NP1}}

IN {PER FIRST) {NUM SG) (GEN FEM) [CASE ACC)
{RPER FIRST) [RNUM SG) (RGEN FEM) (POSS -]} (Rule NP1])
(N {PER SECOND} (NUM SG} {(GEN FEM) (CASE ACC)

{RPER SECOND} (RNUM SG} (RGEN FEM) (PGSS -} (Rule NP1}]
(N {PER THIRD) (NUM SG} (GEN FEM} (CASE ACC)
{RPER THIRD) (RNUM $G) {(RGEN FEM) {POSS ~} (Rule NP1} .

(N (PER FIRST) {NUM PL) {(GEN FEM) {CASE ACC)
{RPER FIRST) (RNUM PL) (RGEN FEM} {POSS -} {Rule NP1})
(N (PER SECOND) {NUM PL) (GEN FEM} [CASE ACC)
{RPER SECOND) (RNUM PL) {RGEN FEM} [(POSS -) {Rule NP1}}
(N (PER THIRD) {NUM PL}) (GEN FEM) [CASE ACC)
{RPER THIRD) (RNUM PL} {RGEN FEM) (POSS -1} (Rule NP1})
(N (PER FIRST) (NUM SG} [GEN COMM) {CASE ACC)
{RPER FIRST} (RNUM SG) {RGEN COMM) {P0SS -) (Rule NP1}}
{N (PER SECOND) (NUM SG) (GEN COMM) [(CASE ACC)
(RPER SECOND) {RNUM SG} [RGEN COMM) (POSS -} {Rule NP1)}
{N {PER THIRD)} (NUM SG) (GEN COMM) (CASE ACC)
(RPER THIRD)} (RNUM $G} (RGEN COMM} (POSS -} {(Rule NP1})
{N [PER FIRST) {(NUM PL) [GEN COMM} {CASE ACC)
{RPER FIRST) (RNUM PL} (RGEN COMM) (POSS -} {Rule NP1}}
{N {PER SECOND} (NUM PL} {GEN COMM) (CASE ACC)
(RPER SECOND) [RNUM PL) {RGEN COMM] (POSS -) {(Rule NP1}}
IN {PER THIRDJ (NUM PL} (GEN COMM} {CASE ACC)
(RPER THIRD) (RNUM PL) (RGEN COMM) (POSS -) (Rule NP1)}))

{whose (N {RPER THIRD) {(RNUM SG) (RGEN MASC] {POSS +)

{Rule NP1))
(N {(RPER THIRD} (RNUM SG) (RGEN NEUT]} {POSS +}

. {Rule NP11}}
(N {RPER THIRD) {RNUM PL) (RGEN MASC) (POSS +)

fRule NP1)}
IN (RPER THIRD) (RNUM PL) {RGEN NEUT} (POSS +)

{Rule NP1i}}}

{works (V {Rule VPS9%) (SUBJ -} (VFORM FIN) (PER THIRDI

{setq Redun nil}

(NUM SG6111))
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Syntactic rules

{ReadGram nil}

BaseCat N
BaseCat V
BaseCat P
BaseCat D

PropFeat Vv {VFORM PER NUM}
PropFeat N {PER NUM GEN CASE POSS]
PropFeat P {PFORM}

PropFeat D {NUM}

FeatureRangevVariable x {}
FeatureRangeVariable y {}
FeatureRangevVariable z {}
FeatureRangeVariable ¢ {}
FeatureRangeVariable u {}
FeatureRangeVariable v {}
FeatureRangeVariable w {}

Variable z {v|| v] piil
variable W {vi] v| p||}

Variabhle X {}

variable Y {r}] NjlriPDss -}1}
variable Top {vii Nl} P} vi N] Z/Y}

Feature VFORM {FIN BAS PRP PSP PAS INF}
Feature P0OSS {+ -1}

Feature PER {FIRST SECOND THIRD}
Feature NuUM {SG PL}

Feature GEN {MASC FEM COMM NEUT?
Feature CASE {NOM ACC}

Feature RPER {FIRST SECOND THIRD -}
Feature RNUM {56 PL -1}

Feature RGEN {MASC FEM COMM NEUT -}
Feature PFORM {FOR OF}

¢NP1: NJ|L{RPER u) (RNUM v) (RGEN wi)] ->

NLIRPER u) (RNUM v} [RGEN w}ili>
<NP30: NJL{RPER u} (RNUM v} [(RGEN w)} -> _

NLIRPER u) {RNUM v) (RGEN w)l>
<NP35: NJLIRPER u) {RNUM v} (RGEN w}! -> N

PIILIPFORM OF} (RPER u) (RNUM v] (RGEN w}l>

VPt V] -> V>
¢vP2: V] -> v NlILICASE ACC) (POSS -J 1>
<vP4gd: Vi -> v P|}LIPFORM FOR}I>
<P3g: PIIL{RPER u} (RNUM v} {RGEN w)i -> P

Nl JLUCASE ACC) (RPER u) {(RNUM v) (RGEN w) (POSS -)I>

¢DETNOUN: N||LI(RPER u) [RNUM v) (RGEN w)} ->
DLENUM y)1 NIL{NUM y) (RPER u) {RNUM v} {RGEN w)i>
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<SBJPRB: V|[L{(RPER u) {RNUM v} [RGEN w}] ->
NIJL{PER %) {NUM y) (CASE NOM} (RPER u} {[RNUM v) {RGEN w) (POSS -)]

VILIPER x) (NUM y)>
CLFTEXT: VI{L{RPER u} (RNUM v} {RGEN wl} -> YLIRPER u) {RNUM v) {(RGEN w}]

vilsy»

CRELANT: N|L(RPER -} (RNUM -) (RGEN -1} -> NJLIPER x) (NUM y) (GEN z)I

VIJLIRPER x) [RNUM v} (RGEN z)Ii>
CPOSSNP: N|JL{RPER u} (RNUM v} {RGEN w)i ->

N]]L+POSS (RPER uw) {RNUM v} (RGEN w)i N}>

{SLTERM: <Z -> ... X Y ...
=3

CIIY => ... X ...}

{SLPROP; <4 > ... 2 ...>
= '

SWIY -» ... Z1IY ...}
EndGram
{NewGram}

Sample Qutput

Scraipt started on Fra Sep 27 (4:20:56 1985
1 "3dp/gpsgp

Parse as t: 1

frle? RCG

1s /mnt/glyn/MCHARTGPSG the right darectory? y
Parse as t: 1

f1le? RCH

1s /mnt/glyn/MCHARTGPSG the right directory? y
Parse as t: the man who works for john exasts

1420 msec CPU, 4000 msec clock, 0 conses.
179 active edges, 9% inactive edges, 79 redundancies.
1 Parse

1t (VI] {RGEN -)IRNUM -} [RPER -)[VFORM FIN)(PER THIRD)INUM SG}
IN]] (RGEN ~}{RNUM -}(RPER -){PER THIRG)(NUM SG)(GEN MASC} (CASE NOM)

LPOSS -}
{D the{NUM SG}{Rule DETNOUN}]

(N] (RGEN ~}{RNUM -}({RPER -}{PER THIRD)(NUM SG}{GEN MASC}

tCASE NOM){POSS -}
{N] (RGEN ~){(RNUM ~}{RPER ~)(PER THIRD){NUM SG}{GEN MASC)

{CASE NOM} (POSS -}
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{N man(Rule NP30)[POS5S -} {RGEN -){RNUM -}{RPER -]
{GEN MASC)(CASE NOM)INUM SGI{PER THIRD)))
(V]| (RGEN MASC)IRNUM SG){RPER THIRD}{VFORM FIN}{PER THIRD)
{NUM $6)
(N}| {RGEN MASC)(RNUM SG)(RPER THIRD)(PER THIRD}(NUM $G)
{GEN MASC){CASE NOM){POSS -)
(N whao{Rule NP1)(POSS -}{RGEN MASC){RNUM SG)
{RPER THIRD}{CASE NOM)}{GEN MASC]
{NUM SG)(PER THIRDI)}
(VI (VFORM FINI{PER THIRD)(NUM 5G]
{V works{NUM SG)(PER THIRD)IVFORM FIN}(SUBJ -}
{Rule VP399)}
tP]] (RGEN -){RNUM -}{RPER -)(PFORM FOR)
{P for{PFORM FORJ{Rule P38))
{N|] tRGEN -)(RNUM -){RPER -}(PER THIRD) .
‘ {NUM $G){GEN MASC){CASE ACC)
(POSS -)

(N John(Rule NP1}{POSS ~)(RGEN -} (RNUM -]
{RPER -] {GEN MASC){CASE ACC)

(NUM SG)IPER THIRD}I) )
(Vi (VFORM FIN)(PER THIRD)(NUM SG)

tV exists(NUM SG}(PER THIRDI{VFORM FIN}{Rule VP1}}})}

Parse as t: the men who works for john exist

1420 msec CPU, 4000 msec clock, 0 conses.

163 active edges, 86 inactive edges, 73 redundancires.
No Parses

Parse as t: the man whom bill works for exists

1420 msec CPU, 4000 msec clock, 0 conses,

89 active edges, 82 inactive edges, 49 redundancies,
1 Parse

{t {(V]] (RGEN -){RNUM -}{RPER -} (VFORM FIN}{PER THIRD)INUM 5G)
{N]| (RGEN -}{RNUM -)}{(RPER -){PER THIRDI{NUM SG)[GEN MASC)(CASE NOCM)

{POSS -}
{0 the(NUM SG}{(Rule DETNOUN)}

(N] (RGEN -) (RNUM -} {RPER -)}(PER THIRD}(NUM SG}{GEN MASC)
(CASE NOM){POSS -}
{N| (RGEN -){RNUM -)(RPER -}(PER THIRD)({NUM SG}{GEN MASC)
{CASE NOM}{POSS -~}
(N man{Rule NP30){POSS -}{RGEN -)(RNUM -}{RPER ~)
{GEN MASC}{CASE NOM)(NUM SG}(PER THIRD}))
(V] (RGEN MASC)IRNUM SG)(RPER THIRDJ{VFORM FIN)I{PER THIRD}

{NUM S6G}
{N|] {RGEN MASC)(RNUM SG)(RPER THIRD)(PER THIRD){NUM SG)

{GEN MASC}I{CASE ACC){POSS -}
(N whom{Rule NP1){POSS -){RGEN MASC) (RNUM 3G}
{RPER THIRDJ{CASE ACC}{GEN MASC)

{NUM SG){PER THIRB)))
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(VI]/N|| (RGEN -)(RNUM ~}{RPER -)(VFORM FIN}{PER THIRD)
{NUM 5G]
{N|| (RGEN -)}{RNUM -)(RPER -} (PER THIRD)
{NUM SGII{GEN MASC){CASE NOM)
{POSS -}
(M b1li{Rule NP1){P0OSS ~}{RGEN -}{RNUM -]
{RPER ~](GEN MASC)(CASE NOM)
{NUM SG)IPER THIRD)})
{Vi/N|} (VFORM FINJ{PER THIRD}{NUM 5G]
(V works{NUM SGJIPER THIRD)(VFORM FIN}
{SUBJ ~j{Rule VPY99))
(PlI/N]} (RGEN . w){RNUM . vI(RPER . u}
{PFORM FOR)
{P for{PFORM FOR}

(Rule P38))111))1D,
(vl [VFORM FIN)(PER THIRD]INUM 5G]}

{V extsts |NUM SGYIPER THIRD){VFORM FIN){Rule VP1}}}}}
Parse as t: the firm whom blll works for exists

1420 msec CPU, 4000 msec clock, B conses,

83 active edges, 83 inactive edges, 39 redundancies.
No Parses

Parse as t: the man whose book mary loves exists

1420 msec CPU, 4000 msec clock, 0 conses.

139 active edges, 70 inactive edges, 51 redundancies.
2 Parses

{t (vi] (RGEN -){RNUM =-)IRPER -)(VFORM FIN}{PER THIRD}{NUM §G)
{N]] (RGEN -)}{RNUM ~)(RPER -)(PER THIRD}{NUM SG)(GEN MASC}{CASE NOM}

{POSS -}
(D the(NUM SG){Rule DETNOUN))

{N] (RGEN -){RNUM -} (RPER ~)(PER THIRD){NUM SG}{GEN MASC)
{CASE NOM){POSS -)
(N] (RGEN -}{RNUM ~){RPER -J{PER THIRD){NUM SG){GEN MASC}
{CASE NOM){POSS -)
(N man{Rule NP3D}[POSS ~)(RGEN -)(RNUM -){RPER -]}
{GEN MASC)(CASE NOM}INUM SG}(PER THIRD}})
tvl] (RGEN MASC)(RNUM SG}{RPER THIRD}{VFORM FIN}PER THIRD}
' ENUM 561
(N|| (RGEN MASC){RNUM SG)(RPER THIRD}{PER THIRD)(NUM 5G]
{GEN NEUT}[CASE NOM}(POSS -}
(NI1 (RGEN MASC}{RNUM SG}(RPER THIRD)(POSS +])
{N whose{Rule NP1)(POSS +)(RGEN MASC}(RNUM 56G}
 {RPER THIRD})!
(N} (RGEN -)(RNUM ~}{RPER -1(PER THIRD}[NUM SG)
IGEN NEUT){CASE NOM}{POSS -}
(N book{Rule NP30)(P0OSS -)IRGEN -} {RNUM -]
{RPER -} ({GEN NEUT){CASE NOM){NUM 5G}
{PER THIRDI}}}
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{(VE1/N1] {RGEN -} (RNUM -){RPER -){VFORM FIN){PER THIRD)
[NUM $G)
(NE] (RGEN -)(RNUM ~-)[RPER -}(PER THIRD)
{NUM SG}[GEN FEM}{CASE NOM)
{POSS -)
(N mary{Rule NP1)}{POSS -J)(RGEN -} {RNUM -}
{RPER ~)(GEN FEM)[CASE NOM)
{NUM SG)IPER THIRD}}}
{VI/N]] (VFORM FINJ(PER THIRD}{NUM SG)
(V lovesi{Rule VP2}{NUM SG)I{PER THIRD)
(VFORM FINJ}IDI1))
(V] (VFORM FIN}{PER THIRD){NUM SG)
{V exzsts(NUM S6)(PER THIRD}{VFORM FIN){Rule VP1))]})
(t (V)] [RGEN -)(RNUM -)(RPER -){VFORM FIN)J{PER THIRD}{NUM SG)
(NI (RGEN -] {RNUM -} (RPER ~)(PER THIRD)(NUM SG){GEN MASC)(CASE NOM)
{POSS ~)
{D the(NUM SG)({Rule GETNOUN))
(N|] {RGEN ~){RNUM -F{RPER -){(PER THIRD}{NUM SG){GEN MASC]
" {CASE NOM}({POSS -)
{(N| (RGEN -} (RNUM -)(RPER -}{PER THIRD)[NUM SG}{GEN MASC)
{CASE NOM)(POSS -]
(N man{Rule NP3I0){POSS -} [RGEN -}{RNUM -}{RPER -)
{GEN MASC){CASE NOM){NUM SGII(PER THIRD)))
(Vi] [RGEN MASCJ){RNUM SG){RPER THIRD}(VFORM FIN}{PER THIRD)
(NUM SG)
(N|| (RGEN MASC)(RNUM $G)}(RPER THIRD)(PER THIRD}{NUM S$G)
{GEN NEUT){CASE NOM)({PDSS -)
tN]] (RGEN MASC)IRNUM SG)(RPER THIRD)}{POSS +)
(N whose{Rule NP1]{POSS +)(RGEN MASC}{RNUM SG)
{RPER THIRD}})
{N| (RGEN -){(RNUM -)[RPER ~}{PER THIRD]{NUM SG}
{GEN NEUT){CASE NOM}IPOSS -}
{N booktRule NP30){POSS ~)}{RGEN ~){(RNUM -}
{RPER -)1{GEN NEUT)[CASE NOM)(NUM $G}
(PER THIRD}1))
(Vi1/N]] (RGEN -} {RNUM -}{RPER -){(VFORM FINIIPER THIRD)
ENUM SG)
(N]] [RGEN -)IRNUM -)[RPER -}(PER THIRD)
[NUM SG) [GEN FEM)LCASE NOM} -
{POSS ~)
(N maryiRule NPT1}{POSS -){RGEN -}{RNUM -}
{RPER ~)(GEN FEM){CASE NOM)
(MUM SG}(PER THIRD)))
{Vi/N]] (VFORM FIN){PER THIRD]{NUM SG)
{V loves{Rule VP2)({NUM SG){PER THIRD]
(VFORM FINII))D)
{V] (VFORM FIN)(PER THIRD){NUM SG)
(V exists(NUM SG){PER THIRD)(VFORM FIN}(Rule VP1}}}})

Parse as t: the men whose book mary loves exist

1420 msec CPU, 4000 msec clock, O conses.
139 active edges, 70 Lpactive edges, 51 redundahcres.
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2 Parses

tt (V|] (RGEN -){RNUM -} (RPER -}{VFORM FIN)(PER THIRD){(NUM PL)
IN]| (RGEN -)[RNUM -)(RPER -} (PER THIRD){NUM PL)(GEN MASC) (CASE HOM)
{POSS -1
{0 the(NUM PL}{Rule DETNOUN})
(N| (RGEN -]1{RNUM -)[RPER -){PER THIRD)(NUM PL){GEN MASC)
{CASE NOM){POSS -}
(N] {RGEN -} (RNUM -J{RPER -} {PER THIRD)(NUM PL}(GEN MASC)
{CASE NOM)({POSS -}
{N men{Rule NP30}{POSS -){RGEN -} [RNUM -J(RPER -} |
{GEN MASC)(CASE NOM){NUM PL}(PER THIRD))})
{¥El {RGEN MASC){RNUM PL){RPER THIRD)(VFORM FIN}{PER THIRD)
{NUM SG)
{NI] [RGEN MASC})(RNUM PL)(RPER THIRD)(PER THIRD)(NUM 5G)
(GEN NEUT}{CASE NOM)(POSS -)
(N[} {RGEN MASC)(RNUM PL)I(RPER THIRD}({POSS +)
(N whose(Rule NP1){POSS +)}{RGEN MASC})(RNUM PL}
{RPER THIRD}))
{N] {RGEN ~)(RNUM -1{RPER ~}{PER THIRD){NUM SG)
{GEN NEUT){CASE NOM){POSS -}
(N book{Rule NP30){POSS -}{RGEN -}{RNUM -)
{RPER -)(GEN NEUT){CASE NOM){NUM SGJ
{PER THIRDII)
{VI1/N]| (RGEN -}{RNUM ~){RPER -}(VFORM FIN)(PER THIRD)
. {NUM S6G)
(N|]| (RGEN -} (RNUM -)(RPER -)(PER THIRD)
(NUM SG) (GEN FEM)[CASE NOM)
[POSS -)
(N mary{Rule NP1){POSS -J{RGEN -} {RNUM -)
(RPER ~){GEN FEM]{CASE NOM]
{NUM SG){PER THIRD}}})
{Vi/N]] (VFORM FIN){PER THIRD}{NUM SG)
{V loves{Rule VP2)(NUM SG){PER THIRD}
[VFORM FINJII}I))
{V] {VFORM FIN)(PER THIRD)(NUM PL}
{V exist{NUM PL){PER THIRD){VFORM FIN){Rule VP11}})]
tt (V] (RGEN -){RNUM -~} (RPER -J{VFORM FIN}{PER THIRD){NUM PL)
{Nl|] (RGEN -){RNUM -)(RPER -} (PER THIRD)(NUM PL)(GEN MASC){CASE NOM)
{POSS -)
(D the(NUM PL}{Rule DETNOUN))
{N] {RGEN ~-)[RNUM -J{RPER -} (PER THIRD)INUM PL)(GEN MASC)
{CASE NOM)(POSS -}
(N] (RGEN -} {RNUM -}{RPER -)(PER THIRD){NUM PL}(GEN MASC]
{CASE NOM}{POSS -)
{N men{Rule NP30)[POSS -){RGEN -)[RNUM -){RPER -}
{GEN MASC){CASE NOM){NUM PL}(PER THIRD)!})
{v]] (RGEN MASC)(RNUM PL}{RPER THIRD)([VFORM FINJ(PER THIRD}
(NUM 56}
{N|| (RGEN MASC)(RNUM PL)(RPER THIRD)(PER THIRD){NUM SG)
{GEN NEUT) {CASE NOM)(POSS -)
(N1 (RGEN MASC)IRNUM PLI{RPER THIRD){POSS +)
{N whose({Rule NP1)(POSS +}{RGEN MASC){RNUM PL)
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{RPER THIRD)}}
{N] {RGEN -)(RNUM -}{RPER -){PER THIRD){NUM SG)
(GEN NEUT) (CASE NOM}(POSS -}
{N book{Rule NP30)(POSS -)(RGEN -)(RNUM -)
{RPER -)(GEN NEUT) |CASE NOM)
{NUM SG){PER THIRD)I})
(vl /N}] (RGEN -){RNUM -)tRPER -}{VFORM FIN)(PER THIRD)
' {NUM SG}
{N]} [RGEN ~){RNUM -}[RPER -)J{PER THIRD)
[NUM SG){GEN FEMJ]{CASE NOM}
(POSS -)
(N mary(Rule NP1){POSS -}{RGEN -}{RNUM -)
{RPER -} (GEN FEM)[CASE NOM}
{NUM SG)(PER THIRD}})
Iv{/N|] (VFORM FIN)(PER THIRD){NUM SG} .
{V loves{Rule VP2}{NUM SG)(PER THIRD}

{VFORM FINIJ)I)
{tv] (VFORM FIN}{PER THIRD)(NUM PL)

{V exist (NUM PL)I(PER THIRD}{VFORM FINI(Rule VPI}})}}
Parse as t: the person for whom fred works exists

1420 msec CPU, L4000 msec clock, 8 coanses.

100 active edges, 107 inactive edges, 45 redundancles.
1 Parse

tt (V] (RGEN -} (RNUM -)(RPER -1{VFORM FIN)(PER THIRD)(NUM 5G)
(Nf]l (RGEN -){RNUM -){RPER -} {PER THIRD)(NUM 5G){GEN COMM}(CASE NOM)

{POSS -}
{D the(NUM SG){Rule DETNOUN)}

(N] {(RGEN -)(RNUM -} (RPER ~)(PER THIRD)(NUM SG}{GEN COMM)
_{CASE NOM){POSS -)
{N] (RGEN ~){RNUM -)(RPER ~}(PER THIRD)(NUM SG){GEN COMM)
{CASE NOM)}(POSS -)
(N person(Rule NP30)(POSS -)(RGEN -} [RNUM -}{RPER -)
{GEN COMM}[CASE NOM}{NUM SG){(PER THIRD}}]
(vi] {RGEN COMM){RNUM SG)(RPER THIRD)(VFORM FIN}(PER THIRD)
{NUM $G)
(Pi| (RGEN COMM)[RNUM SG}{RPER THIRD}{PFORM FOR)
(P For{PFORM FOR}(Rule P381})
{N]| (RGEN COMM){RNUM SG}{RPER THIRD)({PER THIRD)
[NUM SG){GEN COMMI{CASE ACC)
{POSS -} )
IN whomt{Rule NP1}{POSS -){RGEN COMM}](RNUM SG)
{RPER THIRD){CASE ACC)
{GEN COMM} [NUM SG)
- {PER THIRD)}})
{vi]/P|] tRGEN -J{RNUM -){RPER -}{VFORM FINJ}{PER THIRD)
[NUM SG)
(Nf] (RGEN ~J{(RNUM -)(RPER -)(PER THIRD)
{NUM S5G){GEN MASCI{CASE NOM}
{POSS -)
{N fred(Rule NP1}{POSS -)IRGEN ~){RNUM -]

97



{RPER -)[GEN MASCI{CASE NOM)
{NUM SG}{PER THIRD)))
(vl/p]l (VFORM FIN)(PER THIRD}[NUM S&}
[V worksiNUM SG)(PER THIRD){VFORM FIN]

{5UB23 -)(Rule VPS89})}131 1))
(V] (VFORM FIN}(PER THIRD)INUM 56)

IV exists(NUM SG)(PER THIRD)(VFORM FINI{Rule VP1I}]}1}
Parse as t: the person for who fred works exists

1420 msec CPU, 4000 msec clock, U conses.
41 active edges, 5B inactive edges, 21 redundancles.
No Parses

Parse as t: a book a picture of which exists exists

1420 msec CPU, 400D msec clock, 0 conses.

101 active edges, 65 inactive edges, 33 redundancires.
4 Parses

tt Vil (RGEN -)(RNUM -)(RPER -} {VFORM FIN)(PER THIRD){NUM SG)
(N]] (RGEN -)(RNUM -)(RPER -)(PER THIRD)(NUM SG) (GEN NEUT)(CASE NOM)
_ (POSS -}
(D a(NUM SG){Rule BETNOUN)}
(N] {RGEN -)(RNUM -)[RPER -}{PER THIRD}{(NUM SG){GEN NEUT)
{CASE NOMJ{POSS -)
(N} (RGEN -)(RNUM -} (RPER -){PER THIRD){NUM SG)(GEN NEUT)
{CASE NOM){PDOSS -}
{N bookl{Rule NP30)(POSS -}I[RGEN -} (RNUM -} {RPER -}
{GEN NEUT){CASE NOM)(NUM SG)(PER THIRD]}})
(vi] (RGEN NEUT)(RNUM SG)(RPER THIRD}{VFORM FIN){PER THIRD)
. {NUM SG1
(N]| ¢RGEN NEUT){RNUM SG)(RPER THIRD)(PER THIRD)(NUM 5G]
{GEN NEUT}{CASE NOM)(POSS -~}
{D at{NUM SG){Rule DETNOUN]}
{N| (RGEN NEUT)(RNUM SG)[RPER THIRD)(PER THIRD)
{NUM SGY{GEN NEUT){CASE NOM}{POSS -}
(N prcture{Rule NP3I5}{P0OSS -}{GEN NEUT)(RGEN -]
{RNUM -){RPER -)[CASE NOM)
(NUM 5G)(PER THIRD))
(Pl (RGEN NEUT}{RNUM SG){RPER THIRD)
{PFORM OF)
(P of (PFORM OF}{Rule P38))
(NI] (RGEN NEUT}{RNUM SG)(RPER THIRDI
{(PER THIRD}[NUM SG}[GEN NEUT]
{CASE ACC}IPOSS =)
(N which{Rule NP1){POSS -)(RGEN NEUT)
{RNUM SG}I(RPER THIRD)
{CASE ACC){GEN NEUT)
{NUM SG)

{PER THIRD}I}))
tvl (VFORM FINJ{PER THIRD){NUM SG)
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(V exists{NUM SG){PER THIRD){VFORM FIN)
{Rule VP1}1)}}h1
(vl (VFORM FIN}I[PER THIRD) (NUM SG)
(V exists(NUM SG}(PER THIRD)(VFORM FIN){Rule VYP1)}1}})
(¢ tv]] (RGEN -){RNUM -)J{RPER -} (VFORM FIN![PER THIRD}(NUM SG}
{ME] {RGEN - )(RNUM ~J{RPER ~){PER THIRD}|NUM SG}{GEN NEUT}{CASE NOM]
(POSS -)
tD a(NUM SG}(Rule DETNOUN])}
{N] {RGEN -}{RNUM -){RPER ~}{PER THIRD){NUM S&)}{GEN NEUT)
{CASE NOM){POSS -)
(Nl (RGEN -)(RNUM ~)(RPER -}{PER THIRD)(NUM SG}{GEN NEUT)
{CASE NOM) (POSS -)
(N book[Rule NP30)}(POSS -)(RGEN -)(RNUM -}{RPER -)
[GEN NEUT){CASE NOM)(NUM SGI{PER THIRD}})
tV]] (RGEN NEUTJ}{RNUM SG)(RPER THIRD){VFORM FINJI[PER THIRD)
{NUM SG)
{Nl] (RGEN NEUT}(RNUM SG){RPER THIRD){PER THIRD)INUM 56)
{GEN NEUT}{CASE NOM}(PDSS -]
(D ai{NUM SG}(Rule DETNOUN})
{N] {RGEN NEUT){RNUM SG}{RPER THIRD}|PER THIRD)
{NUM SGJ){GEN NEUT){CASE NOM}{POSS -)
{N picture{Rule NP35)(P0OSS -){GEN NEUT}{RGEN -}
{RNUM ~}{RPER -)(CASE NOM)
(NUM SG){PER THIRD})
tPI] (RGEN NEUT){RNUM SG}IRPER THIRD)
{PFORM OF)
{P of (PFORM OF){Rule P238))
{N]] (RGEN NEUT)(RNUM SG){RPER THIRD}
{PER THEIRD)INUM SG}{GEN NEUT)
{CASE ACC}(POSS ~)
(N which{Rule NP1)(POSS -1{RGEN NEUT)
{RNUM SGJ)(RPER THIRD)
{CASE ACC}H{GEN NEYT)
{NUM SE)
{PER THIRD}}11)}
(V] (VFORM FIN){PER THIRD}INUM S5G}
{V exists{NUM SG)}IPER THIRD)(VFORM FIN)
{Rule VP1})1)})
tv] 1{VFORM FINJ{PER THIRD){NUM SG)
{V exasts{NUM SG){PER THIRD}{VFORM FIN}{Rule VP1}})))
(t (V]| (RGEN -)(RNUM ~)(RPER -){VFORM FIN){PER THIRD){NUM SG)
INJ] (RGEN -)(RNUM -}{RPER -)(PER THIRD)(NUM SG){GEN NEUT}[CASE NOM)
{PDSS -}
{D a{NUM SG}tRule DETNOUN))
{N] (RGEN -){RNUM ~){RPER -){PER THIRDI{NUM SG}{GEN NEUT)
{CASE NOM}{POSS -}
{N] {RGEN -){RNUM -)(RPER -}{PER THIRD}{NUM SG){GEN NEUT)
{CASE NOM}{POSS -)
{N book{Rule NP30}{POSS -)(RGEN -){RNUM -){RPER -)
{GEN NEUT){CASE NOM}{NUM SG){PER THIRD!})
{Vi] [RGEN NEUT){RNUM SG)(RPER THIRD)(VFORM FINJ{PER THIRD}
INUM 56)
{(M]] (RGEN NEUT}{RNUM SGJIRPER THIRD){PER THIRDI{NUM SG)
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_ {GEN NEUT)(CASE NOM){POSS -)
{D a({NUM S$G)(Rule DETNOUN))
{N] (RGEN NEUT){RNUM SG}{RPER THIRD])(PER THIRD]
{NUM $S6){GEN NEUT)[CASE NOMI{POSS -]
{N prcturetRule NP35}({P0OSS -}{GEN NEUT)(RGEN -]
{BNUM -} {RPER -}{CASE NOM)
{NUM 5G)(PER THIRD)}
{P]] (RGEN NEUT}(RNUM SG)IRPER THIRD)
{PFORM OF)
{P of {PFORM OF)(Rule P38}}
{N]| (RGEN NEUT)[RNUM $G){RPER THIRD},
(PER THIRD)(NUM PL)IGEN NEUT)
{CASE ACC){POSS ~)
(N which({Rule NP1)[POSS ~]{RGEN NEUT)
{RNUM S6)(RPER THIRD)
{CASE ACC){GEN NEUT)
{NUM PLD
(PER THIRDI}I} )
{v] (VFORM FINJ(PER THIRD){NUM SG)
{V ex1stsiNUM SG)IPER THIRD}{VFORM FIN]
‘ {Rule VP1}11)))
{v] (VFORM FIN)JI{PER THIRD)INUM SG)
{V exists(NUM SG)[PER THIRDJ}(VFORM FIN}{Rule VP1)}})]
tt Vil {RGEN -)(RNUM ~}{RPER -)(VFORM FIN)IPER THIRD](NUM 5G]
(N|] (RGEN -} (RNUM -)(RPER -}(PER THIRD)(NUM SG}{GEN NEUT}{(CASE NOM)
{POSS ~)
(D a{NUM S$GJ{Rule DETNOUN})
(N} {RGEN -} (RNUM -1{RPER -)(PER THIRD}{NUM SG)(GEN NEUT)
LCASE NOM}{POSS -)
{N] (RGEN ~}{RNUM -} {RPER -}{PER THIRD)INUM SG)(GEN NEUT])
" [CASE NOM){POSS -}
{N book{Rule NP30}{POSS -J{RGEN -)(RNUM -}{RPER -]
{GEN NEUT)(CASE NOM){NUM S$G}{PER THIRD)})
(V]] (RGEN NEUT){RNUM SG)(RPER THIRD){VFORM FIN){(PER THIRD]
(NUM 5G)
(NJ1 (RGEN NEUT){RNUM SG}{RPER THIRD}(PER THIRD)(NUM SG)}
{GEN NEUT)}{CASE NOM}{POSS -)
{D a(NUM SG)(Rule DETNOUN)}
{N| (RGEN NEUT){RNUM SG){RPER THIRD}I{PER THIRD)
{NUM $G}(GEN NEUT)(CASE NOM)(POSS -)
{N prcture{Rule NPI5}{POSS -)({GEN NEUTI{RGEN -}
{RNUM -1 {RPER -]} {CASE NOM}
{NUM SG)(PER THIRD})
{P}} (RGEN NEUT){RNUM S&)(RPER THIRD)
{PFORM OF)
(P of{PFORM OF}(Rule F38))
(N}] [RGEN MEUT)URNUM SG)(RPER THIRD)
{PER THIRD)(NUM PL)(GEN NEUT)
{CASE ACC}{PDSS ~)
(N which{Rule NP1}{P0OSS ~)}{RGEN NEUT}
{RNUM SG) (RPER THIRD)
{CASE ACC)(SEN NEUT)
{NUM PL)
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{PER THIRD}I)) )}
(Vi {VFORM FINI{PER THIRDI}I{NUM SG)
{V exitsts(NUM SG)LIPER THIRD){VFORM FIN)
{Rule VP13)1}1))
{V] (VFORM FIN}I{PER THIRD)(NUM SG}
{V exists{NUM SG}{FER THIRD}(VFORM FIN}(Rule VP1)}))}

Parse as t: a man a plcture of which exists exists
1420 msec CPU, 4000 msec clock, O conses.

56 active edges, 44 1nactive edges, 13 redundancies.
No Parses

Parse as L: g

Finished -~ type 'cont’ after the ~.' 1f you want tc go on

-

I 2
scraipt done on Fri Sep 27 G4:32:08 1885

101



Appendix B: Combinatory Grammaxy implementation

Lexicon

a: Lslash = forwards,
cat:eating:slash = no,
cat:eating:cat:magz = n,
cat:eating:cat:agr:num = sg,
cat:forming:slash = no,
cat;forming:cat:may = np,
cat:forming:cat:agr:pexr = thaird,
cat:forming:cat:agr:num 5g,
cat:forming:cat:agr:gen = cat:eating:cat:agr:genl.

i

Hill: islash = no,
cat:maj = np,
cat:agr:per = third,

cat:agr:num = sg,

cat:agr:gen = masc].
book: Lslash = no,

cat:maj = n,

cat:agr:num = sg,

cat:agr:gen = neut].

exists: Lslash = backwards,
cat:eating:slash = no,
cat:eating:cat:majy = np,
cat:eating:cat:agr:per = third,
cat:eating:cat:agr:num = sg,
cat:eating:cat:case = nom,
cat:forming:slash = no,
cat:forming:cat:maj = s,
cat:forming:cat:vform = finl.

i plural "exnst”

exaist: lslash = backwards,
cat:eating:slash = no,
cat:eatang:cat:maz = np,
cat:eating:cat:agr:num = pl,
cat:eating:cat:case = nom,
cat:formrng:slash = no,
cat:forming:cat:maj = s,
cat:forming:cat:vform = finj.
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fivm:

for;:

fred:

John:

loves;

man:

metr:

mary:

lslash = no,
cat:mal = n,
cat;agr:num
cat:agr:gan

lLslash = for
cat;eating:s
cat:eating:c
cat:eating:c
cat:forming:
cat;:;forming:
cat: forming:

tslash = no,
cat:maj = np
cat:agr:per
cat:agr:num
cat:agr:gen

tslash =
cat:ma]
cat:agr:per
cat:agr:num
cat:agr:gen

no,

lslash = for
cat:eating:s
cat:eating:c
cat:eating:c
cat:forming:
cat: forming:
cat:forming:
cat;forming:
cat:forming:
cat:forming:
cat:farming:
cat:forming:
cat:forming:

Lslash = no,
cat:maj = n,
cat:agr:num
cat:agr:gen

Lslash = no,
cat:majz = n,
cat:agr:num
cab:agr:gen

Lslash = no,
cat:maj = np
cat:agr:per
cat:agr:num

sg,
= neut].

wards,

lash = no,

at:maj] = np,
at:case = acc,
slash = no,
cat:maj = pp,
cat:pform = forl.

= third,

sg,
mascl.

H1

"

= np,

= third,

= Sg'
= masclh.

wards,

lash = no,

at:majl = np,

at:case = acc,

slash = backwards,
cat:eating:slash = no,
cat:;eating:cat:may = np,

cat:eating:cat:agr:per = third,
cat:eating:cat:agr:num = 59,
cat:eating:cat:case = nom,
cat:;forming:slash = ho,
cat:forming:cat:maj = s,
cat:faorming:cat:vform = finl.

1t

59,
mascl.

[¢]

pl,
mascl.

4

= third,
= sg‘
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of:

person:

pircture:islash =

the:

LA

which:

which:

"subject”

cat:agr:gen = femj.

Lslash = forwards,
cat:eating:slash = no,
cat:eating:cat:maj = np,
cat:eating:cat:case = acc,
cat:forming:slash = no,
cat:forming:cat:mal = pp,
cat:forming:cat:pform = of}.

lslash = no,
cat:maj = n,
cat:agr:num =
cat:agr:gen =

9.
comm]j,

forwards,
cat:eating:slash =
cat:
cat:

na,
eating:cat:maj] = pp,
eating:cat:pform = of,
cat:forming:slash = no,
cat:forming:cat:maj = n,
cat:forming:cat:agr:num =
cat:forming:cat:agr:gen =

sg,
neut].

islash = forwards,
cat:eating:slash = no,
cat:eating:cat:maj = n,
cat:forming:slash = no,
cat:forming:cat:mal = np,
cat:forming:cat;agr:per =
catb:forming:cat:agr:num
cat:forming:catagr:gen

third,
cat:ea
cat:ea

1t

Tt

"which” and an “object’ wh
lslash = forwards,
cat:eating:slash = backwards,
cat:eating:cat:eating:slash = no
cat:eating:cat:eating:cat:ma] =
cat:eating:cat:eating:cat:agr:ge
cat:eatang:cat:forming:slash = n
cat:eating:cat:forming:cat:maj =
cat:eating:cat:forming:cat:vform
cat:forming:slash = backwards,
cat:forming:cat:eataing:slash = n
cat:forming:cat:eating:catimajy =
cat:formang;:;cat:eating:cat:agr =
cat:forming:cat:forming = cat:fo

Lslash = forwards,
cat:eating:slash = forwards,
cat:eatang:cat:eating:slash = no
cat:eating:cat:eating:cat:maj =

104

ting:cat:agr:num,

ting:cat:agr:genj.
ich
np,
n = neut,
o,
Sy
= fin,
0 T
Rp,

cat:eating:cat:eating:cat
rming:cat:eatingl.

np.

ragr,



1 One

who:

who:

who:

cat:eatang:cat:eating:cat:agr:gen = neut,
cat:eating:cat:forming:slash = no,
cat:eating:cat:forming:cat:majl = s,
cat:eating:cat:forming:cat:vform = fin,
cat:forming:slash = hackwards,
cat:forming:cat:eatring:slash = no,
cat:forming:cat:eating:cat:maj = np,

cat:forming:cat:eating:cat:agr = cat:eating:cat:eating:cat:agr,

cat:forming:cat:forming = cat:formang:cat:eatingl.

“who™ fer each non-neuter gender

tslash = forwards,

cat:eating:slash = backwards,
cat:eating:cat:eatang:slash = no,
cat:eating:cat:eating:cat:maj = np,
cat:eating:cat:eating:cat:agr:gen = masc,
cat:eating:cat:forming:slash = no,
cat:eating:cat:forming:cat:ma] = s,
cat:eating:cat:forming:cat:vform =
cat:forming:slash = backwards,
cat:forming:cat:eating:slash = no,
cat:forming:cat:eating:cat:mal = np,

cat:forming:cat:eating:cat:agr = cat:eating:cat:eating:cat:agr,

cat:forming:cat:forming = cat:forming:cat:eatingl.

Lslash = forwards,

cat:eataing:slash = backwards,
cat:eating:cat:eataing:slash = no,
cat:eatang:cat:eating:cat:majl = np,
cat:eating:cat:eating:cat:agr:gen = fem,
cat:eating:cat:forming:siash * no,
cat:eating:cat:forming:cat:majl = s,
cat:eatang:cat:forming:cat:vform = fin,
cat:forming:slash = backwards,
cat:forming:cat:eating:slash = no,
cat:forming:cat:eating:cat:maj = np,
cat:forming:cat:eating:cat:agr
cat; forming:cat:forming = cat:forming:cat:eatingl.

lslash = forwards,

cat:eating:slash = backwards,
cat:eating:cat:eating:slash = no,
cat:eating:cat:eating:cat:may = np,
cat:eating:cat:eating:cat:agr:gen = comm,
cat:eating:cat: forming:slash = no,
cat:eating:cat:forming:cat:majy = s,
cat:eatingicat:forming:cat:vform =
cat:forming:slash = backwards,
cat:forming:cat:eating:slash = no,
cat:formaing:cat:eatingicat:maj np,
cat:forming:cat:eating:cat:agr
cat:forming:cat:forming = cat:forming:cat:eatingj.

fin,

[ L. |
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cat:eating:cat:eating:cat:agr,



1 One “whom” for each non-neuter gender

whom: islash = forwards,
cat:eating:slash = forwards,
cat:eating:cat:eating:slash = no,
cat:eating:cat:eatang:cat:maj = np.
cat:eating:cat:eating:cat:agr:igen = masc,
cat:eating:cat:forming:slash = no,
cat:eating:cat:forming:cat:maj = s,
cat:;eating:cat:forming:cat:vform = fin,
cat:forming:slash = backwards,
cat:forming:cat:eating:slash = no,
cat:forming:cat:eating:cat:mal] = np,

cat:forming:cat:eating:cat:agr = cat:eating:cat:eating:cat:agr,

cat:forming:cat:formeng = cat:forming:cat:eatingl.

whom: islash = forwards,
cat:eating:slash = forwards,
cat:eating:cat:eating:slash = no,
cat:eating:cat:eating:cat:majz = np,
cat:eating:cat:eating:cat:agr:gen = fem,
cat:eating:cat:forming:slash = no, :
cat:eating:cat:forming:cat:maj = 5,
cat:eating:cat:forming:cat:vform = fin,
cat:forming:slash = backwards,
cat:forming;cat:eating:slash = no,
cat:forming:cat:eating:cat:mal = np,

cat:forming:cat:eating:cat:agr = cat:eating:cat:eating:cat:agr,

cat:formang:cat:forming = cat:forming:cat:eatingl.

whom: islash = forwards,
cat:eating:slash = forwards,
cat:eating:cat:eating:slash = no,
cat:eating:cat:eating:cat:mal = np,
cat:sating:cat:eating:cat:agr:gen = comm,
cat:eating:cat:forming:slash = no,
cat:eating:cat:forming:cat:imaj = s,
cat:eataing:cat:formrng:cat:vform = fin,
cat:forming:slash = backwards,
cat:forming:cat:eating:slash = no,
cat:forming:cat:eating:cat:maj = np,

cat:forming:cat:eating:cat:agr s cat:eating:cat:eating:cat:agr,

cat:forming:cat:forming = cat:forming:cat:eatingl.
4 One “subject’ "whose” for each non-neuter gender
whose: Llslash = forwards,

cat:eating:slash = no,
cat:eating:cat:majl = n,

cat:eating:cat:agr = cat:forming:cat:eatang:catreating:cat:agr,

cat:forming:slash = forwards,
cat:forming:cat:eating:slash = backwards,
cat:forming:cat:eating:cat:eating:slash = no,
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whose:

whose:

i One

whose:

cat:forming:cat:eataing:
cat:forming:cat:eating:
cat:forming:cat:eating:
cat:forming:cat:eating:
cat:forming:cat:eating:

cat:forming:cat:ferming:slash
cat:forming:cat:forming:cat:eating:slash
cat:forming:cat:forming:cat:eating:cat:maj
cat:forming:cat:forming:;cat:eating:cat:agr:gen
cat:forming:cat:forming:cat:eating

[slash forwards,
cat:eating:slash
cat:eating:cat:may
cat:eating:cat:agr
cat:forming:siash
cat:forming:cat:eating:
cat:forming:cat:eating:
cat:forming:cat:eating:
cat:forming:cat:eating:
cat:forming:cat:eataing:
cat:forming:cat:eating:
cat:forming:cat:eating:
cat:forming:
cat:forming:

no,
n:

tslash forwards,
cat;eating:slash
cat:eating:cat:may
cat:eating:cat:agr
cat:forming:slash
cat:formaing:cat:eating
cat:forming:cat:eating
cat:formaing:cat:eating:
cat:forming:cat:eating:
cat:forming:cat:eataing
cat:forming:cat:eating:
cat:forming:cat:eating:

no,
n ]

n

cat:forming:cat:forming:slash
cat:forming:cat:forming:cat:eating:
cat:forming:cat:forming:cat:eating
cat:forming:cat:forming:cat:eating
cat:foerming:cat:forming:cat:eating

‘object” “"whose” for each

Lslash forwards,
cat:eating:slash
cat:eating:cat:maj}
cat:eating:cat:agr

no,
n ]

1%

cat:forming:slash
cat:forming:cat:eating:s5lash
cat:forming:cat:forming:cat:eating:cat:ma}
cat:forming:cat:forming:cat:eating:cat:agr:gen
cat:forming:cat:forming:cat:eating

:cat:forming:slash

cat:eatlng:cat:maj

= np,
cat:eating:cat:agr:per = third,
cat:forming:slash = no,
cat:forming:cat:maj = s,
cat:forming:cat:vform = fin,
= packwards,
= no,
= np,
= masc,

cat:forming:cat:;forming:cat:formingl.

cat:forming:cat:eating:cat:eating:cat:agr, .
forwards,

slash backwards,
cat:eating:slash
cat:eating:cat:maj
cat:;eating:cat:agr
cat:forming:slash
cat:forming:cat:maj
cat:forming:cat:vform
backwards,

no,

np,
:per
no,
s ¥

third,

fin,

no,
= np,

fem,
cat:forming:cat:forming:cat:formingl.

cat:forming:cat:eating:cat:eating:cat:agr,
forwards,
:s5klash
:cat:eataing:slash

backwards,

no,
cat:eating:cat:maj np.
cat:eating:cat:agr:per

no

third,

cat:forming:cat:maj
cat:forming:cat:vform
backwards,
s5lash no,
:cat:maj np,
:cat:agr:gen

5,
= fin,

comm,
cat:forming:cat:forming:cat:forming}.

non~-neuter gender

cat:formrng:cat:eating:cat:eating:cat:agr,
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whose:

whose:

works:

cat:forming:slash =
cat:forming:

forwards,

cat:eating:siash = forwards,

cat: forming:cat:;eating:cat:eating:slash = no,
cat:forming:cat:eating:cat:eating:cat:maj = np,
cat:forming:cat:eating:cat:eating:cat:agr:per = third,
cat:form;ng:cat:eatxng:éat:Formlng:slash = no,
cat:forming:cat:eating:cat:;forming:cat:maj) = s,
cat:foerming:cat:eating:cat:forming:cat:vform = fin,
cat:formrng:cat:forming:slash = backwards,
cat:forming:cat:forming:cat:eating:slash = no,
cat:forming:cat:forming:cat:eating:cat:ma] = np,
catiforming:cat:forming:cat:eating:cat:agr:gen = masc,

cat:forming:cat:forming:cat:eating =
{slash = forwards,

cat:eatang:slash = no,
cat:eating:cat:mal = n,
cat:eating:cat:agr = cat:forminyg:cat:eating:cat:eatang:cat:agr,
cat:formihg:slash = forwards,
cat:forming:cat:eating:slash = forwards,
cat:forming:cat:eating:cat:eating:slash = no,
cat:forming:cat:eatang:cat:eating:cat:ma3 = np,
cat:forming:cat:eating:cat:eating:cat:agr:per =
cat:forming:cat:eatang:cat:forming:slash = no,
cat;forming:cat:eating:cat:forming:cat:maj = g,
cat:forming:cat:eating:cat:forming:cat:vform =
cat:forming:cat:forming:slash = bhackwards,
cat:formang:cat:forming:cat:eatang:slash = no,
cat:forming:cat:forming:cat:eating:cat:majy = np,
cat:forming:cat:forming:cat:eating:cat:agr:den =
cat:forming:cat:forming:cat:eating =

third,

fan,

fem,

tslash = forwards,

cat:eating:slash = no,

cat:eating:cat:ma] = n,

cat:eating:cat:;agr = cat:formang:cat:eatang:cat:eating:cat:agr,
cat:forming:slash = forwards,

cat:formang:cat:eating:slash = forwards,
cat:forming:cat:eating:cat:eating:slash = no,
cat:forming;cat:eating:cat:eating:cat:maj = np,
cat:forming:cat:eating:cat:eating:cat:agr:per = third,
cat:forming:cat:eating:cat:formang:slash = no,
cat:forming:cat:reating:cat:forming:cat:may = s,
cat:forming:cat:eating:cat:forming:cat:vform = fain,
cat:forming:cat:forming:slash = backwards,
cat:forming:cat:forming:cat:eataing:slash = no,
cat:forming:cat:forming:cat:eating:cat:majz = np,
cat:forming:cat:forming:cat:eating:cat:agr:gen = comm,

cat:forming:cat:forming:cat:eating =
lslash = forwards,

cat:eating:slash = no,
cat:eating:cat:maj = pp,
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cat:forming:cat:forming:cat:formingl.

cat:forming:cat:forming:cat: formingl.



cat:eatang:cat:pform = for,
cat:farming:slash = backwards,
cat:forming:cat:eating:slash = no,
cat:forming:cat:eating:cat:mag = np,
cat:forming:cat:eating:cat:agr:per = third,
cat:forming:cat:eating:cat:agr:num s5g,
cat:forming:cat:eating:cat:case = nom,
cat:forming:cat:forming:slash = no,
cat:forming:cat:forming:cat:maj = s,

sk

cat:;forming:cat:forming:cat:vform finl.

Syntactic rules
7 forward application
m--> f, a, {f:slash = forwards,

a = f:cat:eating,

m = f:cat:formingl.
7 backward application
m~-->a, f, {f:slash = backwards,

a = f:cat:eating,

m = f:cat:forming}l.
1 forward composition
m ~-->» ¢, d, {cislash = forwards, d:slash = forwards,

c:cat:eating = d:cat:forming,
m:slash = forwards,
m:cat:eating = d:cat:eating,
m:cat:forming = c:cat:forming}.

subject type-raising

--> d, {d:slash = no,

d:cat:maj = np,

d:cat:case = nom,

m:slash = forwards,
:cat:eating:slash = backwards,
= m:cat:eating:cat:eating,
:cat:eating:cat:forming:slash = nho,
:cat:eating:cat:forming:cat:majg = s,
:cat:eating:cat:;forming:cat:vform = fin,
tcat:forming = m:cat:eating:cat:formingl.

3 38 33

1 object relative pronoun type raising

m -~y d, {d:slash = forwards,

g:cat:eating:slash = forwards,
d:cat:eating:cat:eataing:slash = no

d:cat:eating:cat:eating:cat:maj ne,
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d:cat:eating:cat:forming:slash = no,
d:cat:eating:cat:forming:cat:maj = s,
d:cat:;eating:cat:forming:cat:vform =
d:cat:forming:slash = backwards,
d:cat:forming:cat:eating = d:cat:eating:cat:eating,
d:cat:forming:cat:forming = d:cat:eating:cat:eating,
m:slash = backwards,
m:cat:eating:slash = forwards,
m:cat:eating:cat:eating = d:cat:eating:cat:eating,
m:cat;forming:slash = forwards,
m:cat:forming:cat:eatang:slash = forwards,
m:cat:forming:cat:eating:cat:eating =
m:cat:eataing:cat:forming,
m:cat:formang:cat:eating:cat:forming =
d:cat:;eating:cat:forming, .
m:cat:forming:cat:forming:slash = backwards,
m:cat:forming:cat:forming:cat:eating:slash = no,
m:cat:forming:cat:forming;cat:eating:cat:maj np,
m:cat:forming:cat:forming:cat:eating:cat:agr
_ m:cat:eating:cat:eating:cat:agr,
m:cat:forming:cat:forming:cat:forming =
m:cat:forming:cat:forming:cat:eatingl.

fin,

1%

7 object-subject relative pronoun type raising

m ~--> d, {d:slash = forwards,
d:cat:eating:slash = forwards,
d:catreating:cat:eating:slash = no,
d:cat:eating:cat:eating:cat:mal = np,
d:cat:eataing:cat:forming:slash = no,
d:catseating:cat:forming:cat:maj = s,
d:cat:eating:cat:forming:cat:vform =
d:cat:forming:slash = backwards,
d:cat:forming:cat:eatang = d:cat:eating:cat:eating,
d:cat:forming:cat:forming = d:cat:eating:cat:eating,
m:slash = backwards,
m:cat:eating;slash = forwards,
m:cat:eating:cat:eating = d:cat:eating:cat:eating,
m:cat:eating:cat:forming:slash = no,
m:cat:eating:cat:forming:cat:maj = np,
m:cat:eating:cat;:; forming:cat:case = nom,
m:cat:forming:slash = forwards,
m:cat:forming:cat:eating:slash = backwards,
m:cat:forming:cat:eating:cat:eating =

m:cat:eating:cat:forming,
m:cat:forming:cat:eating:cat:forming =

d:cat:eating:cat:forming,
m:cat:forming:cat;forming:slash = backwards,
m:cat:forming:cat:forming:cat:eating:slash = no,
mi:cat: forming:cat:forming:cat:eating:cat:maj = np,
m:cat:formang:cat:forming:cat:eatang:cat:agr

m:cat:eating:cat:;eating:cat:agr,

m:cat:forming:cat:forming:cat:forming =

fin,

n
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m:cat:forming:cat:forming:cat:eatingl.

Sample outoul

Script started on Sun Sep 22 17:20:21 1985
7 prolog svi

C Prolog version 1.4ke.edal

PIMP - Prolog Implementation of PATR
SRevisyon; 0.6 $$Date: 85/08/03 12:21:04 $

File: def.pimp loaded
File: lex.pimp loaded

File gram.pimp loaded
Sentence |"halt” lto guit): t

tracing 15 off
Sentence (“halt” to guit): the man who works for john exists

The string lthe,man,who,works,for,john,exists] parses as an unknown with dag:

slash = no

cat:maj = s
vform = fin

feturn to continue (h for helpl:

sentence ("halt” to quit): the men who works for Jjohn exist

Sentence {"halt” to quit): the man whom bill works for exists

The straing Lthe,man,whom,b1ll ,works,for,exists) parses as an unknown with dag:

siash = no

cat:majy = s
vform = f1h

Return to continue {h for helpl:

Sentence {"halt” to guatl: the firm whom bill works foe exists

Septence {"halt” to quit}): the man whose book mary loves exists

The string lthe,man,whose,book,mary,loves,exists] parses as an unknown with da
g:
slash = no
cat:maj = 8
viorm = fin
Return to continue {(h for help}:
Sentence (“halt” to quit): the men whose book mary loves exist

The string lthe,men,whose,book,mary,loves,exist] parses as an unknown with dag
slash = no

cat:maj = s

vfarm fin
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Return to continue {h for help}:
Sentence {(“"halt” to quit): the man for whom fred works exists

The string Lthe,man,for,whom, fred,works,exists) parses as an unknown with dag:

slash = no
cat:majg = s
viorm = fin
Return to containue {h for help}:
Sentence (“halt” to guit): the man for who fred works exists
Sentence {"halt” to quit): a book a picture of which exists exists

The stflng la,book,a,prcture,of ,which,exists,exists] parses as an unknown with
dag:
slash = no .
cat:mag = s
viform = flin
Return to continue (h for help):
Sentence [“halt” to guit}: a man a plcture of which exists exists
Sentence ["halt” to guat}: halt
b= "2
i Prolog execution halted
oz
scraipt done on Sun Sep 22 17:57:31 1985
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Appendax €: Head-driven Phrase Structure Grammar implementation

Lexicon
a: Lhead:maj = det,
head:num = sg,
subcat = L],
foot:rel = L1},
foot:slash = (]}.
bill: Lhead:majy = n, head:per = third, head:num = $g, head:gen = masc,
subecat = L}, foot:rel = 1}, foot:slash = L}J.
book: ihead:mag} = n, head:per = third, head:num = sg, head:gen = neut,
subcat:first:head:may = det,
subcat:first:head:num = sg,
subcat:rest = L), foot:rel = 1], foot:slash =l1}}.
exists: lhead:maj = v, head:vform = fin,
subcat: frrst:head:mayg = n,
subcat:farst:head:per = third,
subcat: first:head:num = sg,
subcat:first:case = nom,
subcat; frrst:subcat = 1,
subcat:rest = |,
foot:rel = L], foot:slash = L]}.
1 plural "exist”
exrst: Lhead:ma] = v, head:vform = fin,
subcat:farst:head:ma) = n,
subcat:;first:head:num = pl,
subcat:farst:case = nom,
subcat: frrst:subcat = L],
subcat:rest = L],
foot:rel = L), foet:slash = L}I.
frrm: thead:magj = n, head:per = third, head:num = sg, head:gen = neut,

subgat:first:head:maj = det,
subcat:first:head:num = sg,
subcat:rest = L), foot:rel = Lj, foot:slash =L}}.

for: lhead:maj = p, head:pform = for,
subcat: first:head:maj = n,
subcat:first:case = acc,
subcat:first:subcat = L},
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subcat:rest = (1],
foot:rel = L), foot:slash = L)1,

fred: thead:ma3 = n, head:per = third, head:num = sg, head:gen = masc,
subcat = L), foot:rel = L1, foot:slash = Ll].
John: lhead:maj] = n, head:per = thard, head:num = sg, head:gen = masc,
subcat = 14, foot:rel = i}, foot:slash = Li}.
loves: t{head:ma3 = v, head:vform = fin,
subcat:first:head:majl = n,
subcat:first:case = acc,
subcat:rest:frrst:head:mal = n,
subcat:rest:first:head:per = third,
subcat:rest:first:head:num = sg,
subcat:rest:frrst:case = nom,
subcat:rest:first:subecat = L],
subcat:rest:rest = L],
foot:rel = 1§, foot:slash = L}}.
marn: thead:ma7 = n, head:per = third, head:num = sg, head:gen = masc,
subcat:first:head:maj = det,
subcat:first:head:num = sg,
subcat:rest = [}, foot:rel = L}, foot:slash =L}1].
men: Lhead:ma} = n, head:per = third, head:num = pl, head:gen = masc,
subcat:first:head:ma} = det,
subcat:first:head:num = pl,
subcat:rest = L), foot:rel = t}, foot:siash =L1].
mary: thead:ma73 = n, head:per = third, head:num = sg, head:gen = fem,

subcat = 1}, foot:rel = 1§, foobt:slash = L}}.

of: lhead:maj = p, head:pform = of,
subcat:frrst:head:maj = n,
subcat:farst:case = acc,
subcat:first:subcat = L},
subcat:rest = LI,
foot:rel = LI, foot:slash

11l

person: Lhead:maj = n, head:per = third, head:num = sg, head:gen = comm,
subcat:first:head:maj = det,
subcat:frrst:head:hum = sg,
subcat:rest = L), foot:rel = 1}, foot:islash =L]}.

picture:lhead:maj = n, head:per
subcat:firrst:head:maj =
subcat:first:head:pform
subcat:first:subcat = L),
subcat:;rest:first:head:maj det,
subcat:rest:first:head:num sq,
subcat:rest:rest = |}, foot:rel = L], foot:slash ={]}].

third, head:num = sg, head:gen = neut,

of,

g ou

"
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the: lhead:mag3 = det,
subcat = L},
foot:rel = 11},
foot:slash = L1}]].

which: Lhead:maj = n, head:gen = neut, subcat = L],
head = foot:rel:firrst:head, foot:rel:first:subcat = L],
foot:rel:rest = L1,
foot:slash = L]]).

7 One "who" for each non-neuter gender

who: Lhead:maj = n, head:gen = masc, case = nom, subcat = L},
head = foot:rel:first:head, foob:rel:first:subcat = LI,
foot:rel:rest = LI,
foot:slash = []].

who thead:maj = n, head:gen = fem, case = nom, subcat = 1},
head = foot:rel:first:head, foot:rel:first:subcat = L],
foot:rel:rest = L},
foot:slash = L1},
who: Lhead:maj = n, head:gen = comm, case = nom, subcat = L},

head = foot:rel:first:head, foot:rel:fairst:subcat = L],
foot:rel:rest = LI,
foot:slash = L1},

1 One "whom™ for each non-neuter gender

whom: Lhead:maj = n, head:gen = masc, case = acc, subcat L,
head = foot:rel:frrst:head, foot:rel:first:subcat = L),
foot:rel:rest = L},
foot:slash = L}].

n

whom: lhead:maj = n, head:gen = fem, case = acc, subcat = L/},
head = foot:rel:first:head, foot:rel:first:subcat = L},
foot:rel:rest = L},
foot:skiash = L}}.
whom: Lhead:ma3l = n, head:gen = comm, case = ace, subcat = L},

head = foot:rel:first:head, foot:rel:first:subecat = 1},
foot:rel:rest = L1,
foot:slash = 1)}.

whogse: (head:maj = det,
subcat = L], :
foot:rel:first:head:maj = n,
foot:rel:firstisubcat = L},
foot:rel:rest = L},
foot:slash = []].

works: Lhead:ma3 = v, head:vform = fin,
subcat:first:head:majz = p,
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subcat:first:head:pform = for,
subcat:first:subcat = L],
suhcat:rest:first:head:maj fn,
subcat:rest:;farst:head:per third,
subcat:rest:first:head:num = sg,
subcat:rest:firsticase = nom,
subcat:rest:farst:subcat = L),
subcat:rest:rest = L},

foot:rel = L},

foot:slash = Li1.

ELI L

Syntactic rules
I subject-predicate rule

m--» ¢, h, fh:head:may = v, h:subcat:rest = L,
¢ = h:subcat:first,
m:subcat = h:subcat:rest,
m: foot:rel = c:foot:rel,
m:foot:slash = h:foot:slash,
m:head = h:head}.

I preposition-NP rule

m--> h, C, {h:head:maj = p, h:subcat:rest = 1},
¢ = h:subcat;first,
m:subcat = h:subcat:rest,
m:foot = ¢:foot,
m:head =-h:head}.

1H

I verb-complement and nouh-complement rule

m--> h, C, {h:subcat:rest:rest = LI,

¢ = h:subcat:first,

m:subcat = h:subcat:rest,

m: foot = c:foot,

m:head = h:head}.
1 determiner-noun rule; fool features from determiner [("whose book™}
m--» ¢, h, {h:head:maj = n, h:subcat:rest = 11},
¢ = h:subcat:first,
m:subcat = h:subcat:rest,
h:foot:vel = L],
h:foot:slash = (],
m
m

:foot = cifoot,
thead = h:head}.

I determiner-noun rule; footl features from noun ("a i{prcture of whoml")}

m~--» ¢, h, {h:head:maj = n, h:subcat:rest = L},
¢ = h:subcat:first,
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2

:subcat = h:subcat:rest,
foot:rel = L},
:foot:slash = L},

:foot = h:foot,

:head h:head}.

23 00

7 antecedent-relative rule

m ~--» h, X, {x:head:ma3} = v, x:head:vform = fin,
®:subgat = 1), x:foot:slash = L],
= X:foot:rel:first,
s foot;rel = x:foot:rel:rest,
:foot:slash = x:foot:slash,
rsubcat = hrsubcat,
:head = h:head}.: ’

833z a3 3=

I leftward-extraction gap-friling

m --> %, h, {h:head:ma3j = v, h:head:vform = fin,
hisubecat = 1}, h:foot:rel = L},
® = h:foat:slash,
m:foot = x:foot,
m:subcat = h:subcat, m:head = h:head}.

I gap-introducing rule
mo--> X, {m:head = x:head,
m:foot:rel = x:foot:rel,

m:foot:slash = ¥:subcat:first,
m:subcat = X:subcat:rest}.

Sample Output

Scraipt started on Sun Sep 22 15:10:3% 1885
1 proleg svi

C Prolog version 1.4e.edal

PIMP - Prolog Implementation of PATR
$Revision: 0.6 $SDate: 85/08/03 12:21:04 §

File: def.pimp loaded

File: lex.pimp loaded

File gram.pimp loaded
Sentence {"halt” to gquit): t

tracing 1s off
Sentence {"halt” to quit): the man who works for john exists

The string lthe,man,who,warks, for,john,ex1sts] parses as ah unkhown with dag:

117



subcat = LI

foot:rel = L]
slash = []

head:maj) = v
vform = fin

Return to continue (h for help}:
Sentence ("halt” to quit): the men who works for john exast
Sentence ("halt” to quii): the man whom brll works for exists

The straing Lthe,man,whom,b1ll,works,for,exzsts] parses as an unknown with dag:

subecat = L}

foot:rel = L)
slash = 1}

head:maj =z v .
vform = fin

Return to containue (h for help}:

Sentence {"halt” to quit}): the firm whom bill works for exists

Sentence {"halt”™ to gquit}: the man whose book mary loves exists

The string lthe,man,whose,book,mary,loves,exists] parses as an unknown with da
g:
subcat = L}
foot:rel = L
slash = |}
head:maj = v
vform = fin
Return to continue {(h for help):the men whose book mary loves exast
Sentence {"halt” to quxt); the men whose book mary loves exist

The strang lthe,men,whose,book,mary,loves,exist] parses as ah unknown with dag

subcat = L}

foot:rel = L)
slash =

head:maj = v
viform = fin

Return to continue (h for helpl:

Sentence {("halt” to guit): the man for whom fred works exists

)

The string lLthe,man,for,whom, fred,works,exists) parses as an unknown with dag:

subcat = t}
foot:rel = L
slash = L1}
head:maj = v
vform = fin
Return to continue (h for help}:
Sentence ["halt” to quit): the man for who fred works exists
Sentence {“"halt” to quit): s book a preture of which exists exists

The string la,book.a,prcture,of,.which,exists,ex1sts] parses as an unknown with
dag:
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subcat = } ]
foot:rel = 1]

slash = L}
head:majz = v
vform = fin

Return to continue (h for

Sentence ("halt” to quit}:
Sentence (“"halt” to quit):

-

bt "2
L Prolog execution halted
1z

seript done on Sun Sep 22

help):
a man a prcture of which exists exaists
halt

15:50:09 1985
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