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Abstract. In this paper we present a system that automatically creates bibli-
ographic indexes from a collection of PDF files by using the file contents to
search the Web and later extract the information from the resulting pages. We
pay special attention to the techniques used for extracting this data as well as the
automatic generation of extraction rules and their evaluation.

1 Introduction

Working on a research project surely implies spending vast amounts of time reading related
publications and the corresponding files, mostly in PDF format. Once the research is done, re-
searches have to generate bibliographic indexes from these articles, which can be a very tedious
and time-consuming task, even when using existing tools. We believe that this task could be
automatized to a large extent. In fact, the subject of this paper is a prototype application that
achieves precisely this with minimal or no user intervention.

There already exist many services and applications that attempt to tackle this problem in one
way or another. We could divide the existent software in the following categories:

– Digital libraries: all of the databases available online that contain information on publi-
cations, usually focusing on a certain field. Examples include ACM or SpringerLink 1.

– Publication search engines like Google Scholar or Microsoft Academic Search 2 that
collect information on publications and compute things like how many times an article
has been cited.

– Finally, there are reference managers such as Mendeley 3 or the like, useful to index read
articles and easily import and export their references. While these applications most
often include features to search for references in some digital libraries, to this day we
have not found any of them that actually undertakes the task of finding bibliographic
information by just looking at the content of the files.

1. http://portal.acm.org, http://www.springerlink.com
2. http://scholar.google.com, http://academic.research.microsoft.com
3. http://www.mendeley.com

http://portal.acm.org
http://www.springerlink.com
http://scholar.google.com
http://academic.research.microsoft.com
http://www.mendeley.com
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FIG. 1: Reference extraction process overview. a) Extract words from the text. b) Use search
engines to find pages with bibliographic information. c) Extract reference fields. d) Format the
results

In this paper we present a self-updating system that automatically creates bibliographic in-
dexes from a collection of PDF documents and can regenerate extraction rules when they no
longer work. Even though we focus on the references domain, the core techniques implemented
here could be also used in other applications where information has to be extracted from mul-
tiple sources that may vary over time. This is part of a final degree project at UPC Barcelona
Tech; the original tech report can be found at Xuriguera (2010). Source code is GPL-licensed
and can be found in the git repository 4.

2 System Overview

One of the first ideas that might come to mind when trying to accomplish the task of gener-
ating bibliographic indexes from PDF articles is to extract the content of the paper and directly
recognize and store the fragments to include in the bibliographic reference. This approach has
some major drawbacks. After extracting the content from PDF files we would end up with free
text that would have to be analysed using natural language processing techniques, something
which is usually difficult and goes beyond the scope of this project. Besides, even if we were
able to interpret the text we would still be missing valuable information that is not generally
part of it, e.g. number of pages, ISSN, volume number.

The proposed solution avoids all these problems by using the Web as a source of semi-
structured information. It consists of the four steps depicted in figure 1 and the basic idea is to
use potentially searchable text snippets from the PDF file to retrieve known pages – generally
digital libraries – that contain all the information needed to build the reference. Once this is
done, formatting is straightforward. The system architecture is very similar to the one presented
by Limanto et al. (2005) and Wang and Lochovsky (2003) with the main difference being that
we do not have a crawler constantly scraping, but use search engines like in Etzioni et al.
(2004) instead.

4. https://github.com/rxuriguera/bibtexIndexMaker

https://github.com/rxuriguera/bibtexIndexMaker
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FIG. 2: Intuitive wrapper description

By potentially searchable snippets we mean short sequences of words that are likely to yield
relevant results when used as quoted queries in main search engines such as Google or Bing.
It has proved to be a good practice to select sequences of about 6 to 10 words belonging to
the abstract of the publications. Article abstracts usually appear next to other bibliographical
information and are generally indexed by searchers. For the described procedure to work, the
system must then use some sort of extraction rules on the pages returned by search engines.
Fortunately, search results tend to be quite homogeneous for multiple publications on the same
field, so a relatively low number of rules is enough to get acceptable results.

Our application’s main strength lies in the automation of the rule generation and mainte-
nance process, which results in very little or no user intervention.

3 Reference Extraction
The reference extraction process is done by using wrappers, which can be seen as filters

that have some knowledge on the structure of the source pages (see figure 2). Internally, they
are represented as sets of rules. We initially attempted to generate rules that extracted whole
BIBTEX references from the results. While it is quite straightforward to implement these wrap-
pers manually, it generally required some degree of understanding of each site and, sometimes,
even a bit of reverse engineering. This makes it unfeasible to generate them mechanically.
Moreover, we have empirically tested that references are given in a wide range of formats
depending on the digital libraries and the main topics of the publications included in them.

In order to avoid this, the wrappers implemented in the presented application are field-
oriented and aim to pick single pieces of information from specific web pages. The extraction
process is as follows:

– Given a set of search results for a publication, the system checks if it has any wrappers
for them.

– If it does, then applies the best available wrappers (more on this in 4.1) for each field.
– If the extracted information is not valid, it tries with some other wrapper or search result.

Listing 1 shows this process in a bit more detail while still keeping it greatly simplified.
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f u n c t i o n E x t r a c t R e f e r e n c e ( f i l e ) :
raw := RawTextFrom ( f i l e )
# Get t h e s t r i n g s t o be used as q u e r i e s
q u e r i e s := Q u e r y S t r i n g s ( raw )
# Try wrappers f o r each r e s u l t
f o r r e s u l t in S e a r c h E n g i n e T o p R e s u l t s ( q u e r i e s ) :

# E x t r a c t and v a l i d a t e v a l u e s f o r each wrapper
f o r f i e l d W r a p p e r in A v a i l a b l e W r a p p e r s F o r ( r e s u l t ) :

v a l u e := E x t r a c t F i e l d V a l u e ( f i e l d W r a p p e r , r e s u l t )
v a l i d := V a l i d a t e F i e l d V a l u e ( va lue , raw )
i f v a l i d :

UpVote ( f i e l d W r a p p e r )
o t h e r w i s e :

DownVote ( f i e l d W r a p p e r )
# The f o l l o w i n g would omi t r e p l a c i n g v a l i d v a l u e s
AddFie ldToRefe rence ( r e f e r e n c e , va lue , v a l i d )

V a l i d a t e ( r e f e r e n c e )
re turn r e f e r e n c e

LST. 1: Pseudocode describing the main steps for extracting a reference from a file

Reference Validation Quality assessment tests on the extracted fields are not only useful
to retry wrong extractions but also to inform the user of possible errors, deprecate rules that
no longer work and to exclude incorrect references during the generation of new wrappers.
A reference is considered to be valid if a specific set of fields have been successfully tested.
These fields are weighted so more importance can be given to fields such as the title or authors
than, for instance, the volume number.

Validation is done in different ways. When applicable, the system checks that field value
appears in the original file. In other situations, e.g. for fields that are not usually part of the
publication header, pre-defined regular expressions can be used.

4 Wrapper Generation
The automatic generation of new wrappers is necessary so rules can be easily maintained

while reducing to a minimum the amount of manual work to be done by the user. The genera-
tion process requires examples, which in this context will consist of tuples with the value that
has to be extracted and the URL of the web page containing it. For highly-structured pages the
minimum number of examples needed to build good-enough rules is as low as one or two. On
the other hand, if the desired information is mixed with other text, more noise has to be omitted
and having a greater number of them is extremely useful. To ease the task of collecting exam-
ples, references that have been previously extracted are stored along with the source URL so
they can also be used when generating new wrappers. As before, highly simplified pseudocode
for wrapper generation is shown in listing 2. Basically, rules are built by following these steps:

1. Create rule for one example.
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2. Merge it with the previous rules. If not possible, create new rule.
3. Repeat while there are more examples available.

Specific details vary for each of the implemented type of rules, which we describe next in more
detail.

Path Rules define the location of an element by specifying its path in the HTML tree. They
are represented by a list of triplets with the element name, attributes with their corresponding
values and, finally, the sibling number. These rules are created bottom-up and stopping once
the first element of the path is unambiguous. Example:

[ ( ’ t a b l e ’ , { ’ width ’ : ’ 1 0 0 % ’ } , 7 ) , ( ’ tr ’ , { } , 0 ) , ( ’ td ’ , { } , 0 ) ]

Two paths are only merged if they have the same length, element names and attributes, i.e. the
only thing that varies is the sibling number. If two paths cannot be merged, different wrappers
are then created. When applying this kind of rules, if more than one element is matched, all
values are evaluated before choosing. As one may expect, we have found that CSS class names
are especially useful for distinguishing among different fields.

Regex Rules are a bit more interesting. They define the location of a piece of information
within some text, which is necessary when the same HTML element not only contains the
desired value but some other information as well. For example, getting the volume number
from a text that contains other fields

Vol . 27 , No . 6 , pp . 1204−1209.

would require an expression like 5

Vol \ . \ ( ? : . ∗ ) \ , \ No \ . \ ( . ∗ ) \ , \ pp \ . ( . ∗ ) \ .

This is obviously not the most preferable regular expression that would allow us to get the
volume number, but it is easy to generate it from a set of sufficiently different examples. The
more different the examples, the more general the final rule will be. This kind of expressions
are created by stripping the value to be extracted from the text and comparing it to other
examples. The comparison is done with Python Difflib module, which internally uses, Ratcliff
and Metzener (1988). If texts have a similarity greater than a given threshold, then they are
merged by generalizing the substrings on which they disagree.

The first approach for creating these rules was similar to the one used in WHISK, Soderland
(1999), that is, removing the value and checking the text on the sides. This was later abandoned
because these characters differed considerably among pages from the same library. Looking at
it in perspective, it could be interesting to combine this strategy with the current one.

5. In Python’s regular expressions, (?:<regex>) keeps the string matched by <regex> while (<regex>)
discards it.
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f u n c t i o n Gene ra t eWrappe r s ( u r l ) :
f o r exampleSe t in ExampleSe ts ( u r l ) :

# D i f f e r e n t r u l e s w i l l be c r e a t e d depend ing on t h e
# f i e l d
i f f i e l d i s m u l t i−v a l u e :

r u l e r s := [ P a t h R u l e r , S e p a r a t o r s R u l e r , RegexRuler ]
o t h e r w i s e :

r u l e r s := [ P a t h R u l e r , RegexRuler ]
w r a p p e r s := [ ]
f o r r u l e r in r u l e r s :

r u l e s := G e n e r a t e R u l e s ( r u l e r , exampleSe t )
# The f o l l o w i n g c r e a t e s new wrappers i f n e c e s s a r y
UpdateWrappers ( wrappers , r u l e s )

# D i s c a r d s p o t e n t i a l l y i n c o r r e c t wrappers
Prune ( w r a p p e r s )
re turn w r a p p e r s

LST. 2: Pseudocode describing the main steps for generating new wrappers

Those fields that may have more than one value are also taken into account. By using the
same path rules described above and a generalization of regex rules that apply the regular ex-
pression to each value, we can extract multi-valued fields that are located in different HTML
elements but that have a similar path (e.g. siblings or cousins). However, there is another situ-
ation that should be considered.

Separator Rules can be used when the multiple values of a field are located within the same
HTML element. As their name suggests, these rules consist of a list of separator strings –
usually ", " and " and ". Given an example, they are created by removing the values to be
extracted and keeping the substrings in-between. Merging is done by joining lists.

For the specific problem of reference extraction the only field that allows multiple values is
the author name. For them, an additional fixed rule to distinguish between name and last name
is applied.

4.1 Wrapper Evaluation

By assigning a weight to each wrapper the system can decide which ones should be applied
first. Weights are updated every time a wrapper is used by computing the ratio of correct
extractions to the incorrect ones. As Evan Miller points out in Miller (2009), this presents
some problems when comparing new wrappers with others that have been frequently chosen.
Nevertheless, in this context we want to discard malfunctioning wrappers after as few iterations
as possible, so this simple ratio seems appropriate. Not having enough working wrappers for
a specific site will make the system notice that it is time to regenerate the rules. Theoretically,
this situation should only happen when the format or design of the page has been altered.
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5 Experimental Results
In order to test the system we have collected a set of about 30 publications uniformly dis-

tributed over three topics: Computer Science, Medicine and Economics. Although constrained
by the lack of a large set of different publications, the results shown in this section should be
enough to prove the feasibility of the proposed solution.

The chart on the right shows
the percentage of publica-
tions in the set for which the
extracted snippets yielded
relevant results. The en-
gine with the best results
was Google. Furthermore,
it seems that most engines
peak around a value of 6
words, so our system uses
these settings by default al-
though they can be changed
by the user.
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FIG. 3: Query coverage by search engine

We now generate wrappers for the digital libraries: ACM, SpringerLink, InformaWorld
and Ideas by using 4 examples for each of them. Given a set of five articles indexed by these
libraries and their correct references, we have computed the quality of the extractions. Results
are shown in figure 4.
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FIG. 4: Extracted fields correctness

Partially correct refers to those cases where the correct value of the field was returned with
some additional text that should not be part of it. For example: pp. 102-120 instead of
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102-120. As it can be seen on the chart grid, the most difficult field to extract is the one
corresponding to the year of publication. This was quite surprising at first, but it turned out that
this happens because years tend to appear in multiple places within the pages. For instance, if
an article is very recent, its publication year might well appear in the copyright notice as well.

In case the generated wrappers do not work, it is still possible for the users to tune the rules
as needed. In practice, with small modifications the correctness of the extractions is greatly
improved. Additional tests and results can be found in the original report Xuriguera (2010).

6 Conclusions and Future Work
We have implemented a system for generating bibliographic references from PDF files by

extracting information from the Web. Some of the techniques that we have used are based on
assumptions that, within this specific domain, work well enough. It should be noted, though,
that the way in which rules are created and applied can be easily generalized to work with any
similar problems where information has to be extracted from a number of sources that change
over time, while keeping the amount of manual maintenance as low as possible.

There are many areas of the process that could be refined. We have already pointed out some
limitations on regular expression rules creation and given a hint on how to do it. In addition,
user corrections on extracted references could be used as feedback on wrappers that are not
working properly. From an application’s point of view, there is still a lot of work to do too,
especially for making it available to end-users. In this sense, it would be interesting to create
plug-ins for reference managers like Mendeley, and make it possible to share and auto-update
wrappers. Since this is an open source project, we actively encourage everyone to fork, improve
and extend it.
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