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Abstract. We address the problem of assessing the information con-
veyed by a finite discrete probability distribution, within the context of
knowledge discovery. Our approach is based on two main axiomatic in-
tuitions: (i) the minimum information is given in the case of a uniform
distribution, and (ii) knowledge is akin to a notion of richness, related
to the dimension of the distribution. From this perspective, we define a
statistic that has a clear interpretation in terms of a measure of certainty,
and we build up a plausible hypothesis, that offers a comprehensible in-
sight of knowledge, with a consistent algebraic structure. This includes
a native value for the uncertainty related to unseen events. Our con-
tributions are then faced up with entropy based measures. Finally, by
implementing our measure in a decision tree induction algorithm, we
show an empirical validation of the behavior of our measure with respect
to entropy. Our conclusion is that the contributions of our measure are
significant, and should lead to more robust models.
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