
Low-Resource Natural Language Processing
Word Embeddings

Cristina España-Bonet

DFKI GmbH

Low-Resource NLP:
Multilinguality and Machine Translation
Webinar Series — Session I
8th June 2021



What’s this all about?
Webinar Series



What’s this all about?
Who are you going to be listening to?

Multilingual Technologies
@DFKI



What’s this all about?
Low-Resource NLP: Multilinguality and Machine Translation

5 sessions, 90 minutes each

General topic:
Low-Resource NLP: Multilinguality and Machine Translation

Special interest:
The path towards low-resource machine translation

Related activity:
Shared task on multilingual translation at WMT 2021
(close deadline, evaluation campaign June 29 –July 6)



What’s this all about?
Low-Resource NLP: Multilinguality and Machine Translation

5 sessions, 90 minutes each

General topic:
Low-Resource NLP: Multilinguality and Machine Translation

Special interest:
The path towards low-resource machine translation

Related activity:
Shared task on multilingual translation at WMT 2021
(close deadline, evaluation campaign June 29 –July 6)



What’s this all about?
Low-Resource NLP: Multilinguality and Machine Translation

1 Motivation and Thoughts on LR-NLP

2 Word Embeddings

3 Transformer Models

4 Unsupervised Neural Machine Translation

5 Self-Supervised Neural Machine Translation

6 State-of-the-art: WMT Evaluations



What’s this all about?
Low-Resource NLP: Multilinguality and Machine Translation

1 Motivation and Thoughts on LR-NLP

2 Word Embeddings

Basics
Mono-lingual Embeddings
Cross-lingual Embeddings

3 Transformer Models

Language Modelling
Machine Translation
Contextual Embeddings

4 Unsupervised Neural Machine Translation

5 Self-Supervised Neural Machine Translation

6 State-of-the-art: WMT Evaluations



What’s this all about?
TODAY! Session I: Low-Resource NLP + Word Embeddings

1 Motivation and Thoughts on LR-NLP

2 Word Embeddings

Basics
Mono-lingual Embeddings
Cross-lingual Embeddings
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1 Motivation
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Low-Resource Settings
Basic Low-Resource NLP Techniques

2 Word Embeddings
Basics
Frequency and Prediction-based Embeddings
Cross-lingual Embeddings



Motivation
Language Diversity: Some Numbers

There are more than 7000 languages
(even if the definition of language is not straightforward!)

141 language families
(6 of them account for 2/3 of all languages and 5/6 of the world’s population)

Explore:

Ethnologue https://www.ethnologue.com/

Glottolog http://glottolog.org/

Linguistic Maps http://linguisticmaps.tumblr.com/
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Motivation
Endangered Languages as Effect (?) of Diversity

The situation is very different in different regions of the world

Three ”hot spots”

• Central/South America,
• North Sub-Saharan Africa,
• South/Southeast Asia and Oceania

No direct correlation with population density
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• Low population
• Coexistence with a strong language
• Politics
• NEW: Lag behind in digital content

Endangered Language ⇒ Low-Resource Language (lower levels)

Low-Resource Language ; Endangered Language (not necessarily)

No single cause for being low-resource
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(Hedderick et al., 2020)



Motivation
What’s the Meaning of Low-Resource?

There is no universal definition. Few linguistic resources? Few data?

I prefer to talk about low-resource setting because

Task dependent

• speech recognition vs. machine translation vs. PoS tagging

Language (complexity) dependent

• English vs. Hungarian

Domain dependent!

• English text generation: sport vs. corona in March 2020

Author dependent!



Motivation
What’s a Low-Resource Setting?

Definition. A low-resource setting is a scenario where standard
NLP techniques are not usable (low/null performance).

Cristina dixit
Don’t take it for universal!
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Example: Low-Resource Machine Translation



Motivation
Example: What is Low-Resource Machine Translation?

AmericasNLP 2021 Shared Task on Open Machine Translation for
Indigenous Languages of the Americas (Mager et al. 2021)



Motivation
Example: What is Low-Resource Machine Translation?

AmericasNLP 2021 Shared Task on Open Machine Translation for
Indigenous Languages of the Americas (Bollmann et al. 2021)
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data augmentation

semi-supervised training
zero-shot learning
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domain adaptation
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Basic Low-Resource NLP Techniques
Main Approaches

1 Data enrichment

Data collection
Data augmentation

2 General machine learning

Unsupervised learning
Weak supervision
Transfer learning

3 Multilinguality and/or multimodality

4 Specialised architectures



Basic Low-Resource NLP Techniques
Main Approaches: Data Augmentation Examples

Data augmentation is good in general (acts as a regularisation for NN)

Some methods:

• Oversampling,
• transformations of existing instances,
• create new instances...

Some examples:

• Backtranslation or noise addition for MT,
• transformation of images (geometry, color...) for vision,
• change the sample rate of waveforms or modify the spectrogram for ASR...



Basic Low-Resource NLP Techniques
Main Approaches: General Machine Learning

Weak Supervision – Related to data augmentation

Usage of noisy instances as signals to label large amounts of training data
⇒ supervised learning

Useful for NER, PoS tagging, etc.

But also MT-like (backtranslation)

Transfer learning

Use a pretrained model for a different but related task as starting point.

Useful for domain adaptation, task adaptation, etc.

But also for few, zero-shot languages



Basic Low-Resource NLP Techniques
Main Approaches: More on Transfer Learning

Sebastian Ruder’s PhD thesis



Basic Low-Resource NLP Techniques
Example in Machine Translation: Yorùbá–English (Adelani et al., 2021)

How much data do we have?

Domain Train. Set Dev. Set Test Set

Standard (religious) corpora
Bible 30,760 – –
JW300 459,871 – –

Is it enough?

What’s translation quality (BLEU) on out-of-domain?

Transformer trained with en2yo yo2en

Bible 2.2±0.1 1.4±0.1
JW300 7.5±0.2 9.6±0.3
JW300+Bible 8.1±0.2 10.8±0.3
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Basic Low-Resource NLP Techniques
Example in Machine Translation: Yorùbá–English (Adelani et al., 2021)

1 Data enrichment: data collection (number of sentences in Menyo-20k )

Domain Train. Set Dev. Set Test Set

Standard (religious) corpora
Bible 30,760 – –
JW300 459,871 – –

Menyo-20k
News 4,995 1,391 3,102
TED Talks 507 438 2,000
Book - 1,006 1,008
IT 356 312 273
Proverbs 2,200 250 250
Others 2,012 250 250

TOTAL 500,701 3,397 6,633



Basic Low-Resource NLP Techniques
Example in Machine Translation: Yorùbá–English (Adelani et al., 2021)

2 Transfer learning for domain adaptation (with Menyo-20k 1 )

3 Backtranslation (with the best system)

4 Weak supervision (supervised training with additional data 3 )

2 Transfer learning (with Menyo-20k 1 ) from pretrained models

1 Multilinguality (baseline 0 )



Basic Low-Resource NLP Techniques
Example in Machine Translation: Yorùbá–English (Adelani et al., 2021)

Model (tested on Menyo-20k ) en2yo yo2en

JW300+Bible baseline 8.1±0.2 10.8±0.3

+Transfer learning domain adaptation 12.3±0.3 13.2±0.3

JW300+Bible+Menyo-20k domain adaptation 10.9±0.3 14.0±0.3

+Transfer learning domain adaptation 12.4±0.3 14.6±0.3

+ Backtranslation data augmentation 12.0±0.3 18.2±0.4

mT5-base+Transfer learning pretraining task adaptation 11.5±0.3 16.3±0.4

Google GMNMT multilingual 3.7±0.2 22.4±0.5

Facebook M2M-100 multilingual 3.3±0.2 4.6±0.3

OPUS-MT bilingual – 5.9±0.2
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(Adapted from https://www.programmersought.com/article/24793362644/)
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Short Digression: Parameters in Pretrained Models

Number

of layers

 

Cross

attention

!

Google
1.600.000M!

(Adapted from https://www.programmersought.com/article/24793362644/)



Basic Low-Resource NLP Techniques
Short Digression: Parameters in Pretrained Models, Energy Costs

(Strubell et al., 2020)



Basic Low-Resource NLP Techniques
Some (Final?) Thoughts

Low-resource NLP is today a hard problem

• No data in a data world

This introduction is not exhaustive at all

• I’ve given keywords, now we’ll see the basics and end with SotA

There is no universal solution

• Discussion on the previous thoughts in the last session



Basic Low-Resource NLP Techniques
Some (Final?) Thoughts II

What to do next?

A mini-break and learn the very very basics of word embeddings :-)

Already an expert? Join us:

• Shared Task: Multilingual Low-Resource Translation for Indo-European
Languages (WMT2021@EMNLP2021)

• First Workshop on Multimodal Machine Translation for Low Resource
Languages (MMTLRL2021@RANLP2021)



Word Embeddings
It’s Late...

More to come!!



Thanks! And...
wait!
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