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Introduction

Proelem: Given an array A of n items and a rank m,
1 <m < n, find the mth smallest element in A

The algorithm should work in (expected) linear time
©(n), irrespective of m.
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Introduction

Hoare (I961) inventts Quickselect: pick some element p
from the array, called the pivot, rearrange the
contentts of A so that all elements in A smaller that p
are to its left, and all elements laraer than p are to its
riaght; if p is at position 7 = m it is the sought element;
i£ 7 > m proceed recursively in A[l..5 — 1], otherwise in
Alj +1.n].
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Elem quickselect(vector<Elem>& A, int m) {
int 1 = 0; int u = A.size() - 1;
int k, p;
while (1 <= u) {
p = select_pivot(A, 1, u, m);
swap(A[p]l, A[1D);
partition(A, 1, u, j);
if (m < j) u=j-1;
else if (m > j) 1 = j+1;
else return A[j];
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o The expectation characteristic function:
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o The expectation characteristic function:

_ E[Cr,m]
fla) = Jlim, ==
m/n—a

o The second factorial moment characteristic

function:
. E[Cn,m_]
gla) = fim, —;
m/n—a

Larae Samwples
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o The expectation characteristic function:

_ E[Cn,m]
fla) = Jlim, ==
m/n—a

o The second factorial moment characteristic

function:
. E[Cn,m*]
gla) = fim, —;
m/n—a
e For the variance we have
. V[Chm] 9
ve) = Jim T = (o) - fe)
m/n—o
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Example
o Standard quickselect (Knuth, 1971):

fla) =my(a) =2-2(alna+(1-a)ln(l-a)) = 2+2-H(a)

@ Median-of-three (Kirschenhofer, Martinez & Prodinger, 1997):

f(a) =mi(a) =2+ 3a(l — a)

Adaptive Samplina for Selection Data Structures 2006



Introduction Small Samples Larae Samples

A plot of the standard Quickselect and
median-of—three characteristic functions
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o Adaptive sampling uses a8 sample of s elements to
choose a pivot for each recursive stace oOf
Quickselect.

o I the current relative rank is a = m/n, we select
the element of rank r(a) from the sample
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o Adaptive sampling uses a8 sample of s elements to
choose a pivot for each recursive stace oOf
Quickselect.

o I the current relative rank is a = m/n, we select
the element of rank r(a) from the sample

Example
o Standard quickselect: s =1,7(a) =1
o Median-of-(2¢t +1): s =2t +1,7(a) =t + 1

@ Proportion-from-s: r(a) ~ - s
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Example
We are looking the fourth element (m = 4) out of n = 15 elements

[0]5[10[12][3[1|11[156] 728 [13]6 | 4 |14]
a=4/15<1/3
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Example
We are looking the fourth element (m = 4) out of n = 15 elements

[0]5]10[12][3[1|11[15] 728 [13]6 ] 4 |14
a=4/15<1/3
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Example
We are looking the fourth element (m = 4) out of n = 15 elements

[0]5[10[12][3[1|11[156] 728 [13]6 | 4 |14]
a=4/15<1/3
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Example
We are looking the fourth element (m = 4) out of n = 15 elements

[7]5]4]6[3]1[8]2P@i5[11]13]12]10]14]

Adaptive Samplinag for Selection Data Structures 2006



Introduction Small Samples Larae Samwples

Example
We are looking the fourth element (m = 4) out of n = 15 elements

[7]5]4]6[3]1][8]2@i5[11]13]12]10]14]
1/3<a=4/8=1/2<2/3
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Example
We are looking the fourth element (m = 4) out of n = 15 elements

[7]5]4]6[3]1[8]2P@i5[11]13][12]10]14]
1/3<a=4/8=1/2<2/3
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Example
We are looking the fourth element (m = 4) out of n = 15 elements

[1[5]4]2[3 e8] 79 [15]11]13]12]10]14]
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Example
We are looking the fourth element (m = 4) out of n = 15 elements

[1]5]4]2[3 e8] 79 [15]11]13]12]10]14]
a=4/5>2/3
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Example
We are looking the fourth element (m = 4) out of n = 15 elements

[1[5]4]2[3 e8] 79 [15]11]13]12]10]14]
a=4/5>2/3
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Example
We are looking the fourth element (m = 4) out of n = 15 elements

[2]3[1 AN 5]6[8]7]9[15]11]13][12]10]14]
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A plot of standard, median-of—three and
proportion-from—two characteristic functions
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A plot of median-of—three versus ratfind (ak.a.
proportion-from—three) characteristic functions
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e v-find is like proportion-from-3, But cut poirts
located at v and 1 — v, instead of 1/3 and 2/3
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e v-find is like proportion-from-3, But cut poirts
located at v and 1 — v, instead of 1/3 and 2/3

o [ v — 0then f, » mi (median-of—three)
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e v-find is like proportion-from-3, But cut poirts
located at v and 1 — v, instead of 1/3 and 2/3

o [ v — 0then f, » mi (median-of—three)

o I# v — 1/2 then f, Behaves like proportion-from-2,
But it is not the same
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A plot of v-find's characteristic function for various
values of v
f1/3(a)
a
0.1 0.3 0.5 0.7
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A plot of v-find's characteristic function for various
values of v
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v

Adaptive Samplina for Selection Data Structures 2006



Introduction Small Samples Larae Samples

A plot of v-find's characteristic function for various
values of v

Ji/5()
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.
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A plot of v-find's characteristic function for various
values of v

fl/* (a)
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A plot of v-find's characteristic function for various
values of v

f1/7(a)
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A plot of v-find's characteristic function for various
values of v
f1/3(04
fl/* (a)
Jiy7(a
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A 3D plot of v-£ind’s characteristic function
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Theorem

There exists a value v*, namely, v* = 0.182.. ., such that
foranyv,0<v<1/2 and any a,

fV* (a) < fl/(a)

Furthermore, v* is the uniQue value of v such that f,
is continuousje.,

fora (V%) = fur2(v7)
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Theorem

There exists a value v*, namely, v* = 0.182.. ., such that
foranyv,0<v<1/2 and any a,

fV* (a) < fl/(a)

Furthermore, v* is the uniQue value of v such that f,
Is conttinuous je.,

fora (V%) = fur2(v7)

£ we consider averaae total cost then v* =~ 0.25
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Theorem

The expectation characteristic function f(a) of any
adaptive samplina strateay satisfies
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Theorem

The second factorial moment characteristic function
g(a) of any adaptive sampling stratecy satisfies

!
o(e) =2/(@) ~ 1+ (e =G = e

1
[/ g (:) z‘r(a)—l—l(l _ m)s—‘r(a) dr

N /a g (a — m) zr(a)_l(l _ m)s+2—‘r(a) dr
0

11—z
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A plot of v(a) for standard Quickselect (Kirschenhotfer,
Prodinaer (1998)) and for median-of—three
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© Larce Sanmples
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o Intuition: Usinag very larae sample and
proportion-£from-s helps, Because we et a very
GO0d pPivot, very close to the sought element
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Larae Samples

o Intuition: Usinag very larae sample and
proportion-£from-s helps, Because we et a very
&O0Qd pivot, very close to the soucht element

o We should make sure that our pivot is very close
BUT at the riaght side of the souaht elementt! (ie.,
slightly to the riaht if a < 1/2, slichtly to the left i#
a>1/2)
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Detinition
A family of samplina strateaies is Biased if, for a < 1/2,

rla)>s-a+l-a
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Theorem

Biased proportion-£from-s sampling with s — o
achieves optimal expected performance:

f(a) =1+ min(a,1 — a)
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The proot of Martinez, Panario, Viola (2004) for
fixed-size samplina with s — 00 wWorks also for
variaele-size sawples, ie., s = s(n), as long as s(n) — oo
and s(n)/n — 0 when n — oo.

Theorem

For eiased proportion-from-s samplina with increasing
variarle-size samples (ie., s = s(n) — 00,s/n — 0),

E[Cpm] =71+ min(m,n —m)+© (max (s, Z))
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Theorem

Biased proportion-from-s sampling with s — oo has
sur@uadratic variance:

Cnm
v(a) = lim V[—z] =0
n—oo n

m/n—e

Larae Samples
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Theorem

Biased proportion-from-s samplinag with s — oo has
sur@uadratic variance:

n—oo n
m/n—a

The same holds true for median-of-(2t + 1), when
t— o0
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Theorem

For Biased proportion-from-s samplina with increasing
variarle-size samwples (ie., s = s(n) — o0,s/n — 0),

V[Crm] =0 (max (n;,n s>>
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Theorem

The optimal sample size to minimize Both the variance
and the expected value Of proportion—-£rom-s is
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Open Proerlems

e Ortain explicit solutions for interesting particular
cases

e Show that for any fixed sample size s, the optimal
strateay is proportion-from-s at appropriate cut
points (like v-£ind)

e Find a simple (exact or approximate) formula for
the location of optimal cut points

o Why the coefficient of n? in the variance of
median-0£-3 is Bimodal? Any intuitive explanation?

o Better asymptotic estimates for the optimal
sample size s* (namely, the coefficient of /n). How
does it depend on a?
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