
Syntactic Connectivity 1Syntactic ConnectivityGlyn MorrillDepartament de Llenguatges i Sistemes Inform�atics,Universitat Polit�ecnica de Catalunya,M�odul C 5 - Campus Nord, Jordi Girona Salgado 1-3, E-08034 Barcelona.E-mail: morrill@lsi.upc.es; http://www-lsi.upc.es/~glyn/AbstractType logical grammar presents a paradigmof linguistic description based on what we may refer to asa Lambek-van Benthem correspondence: (logical) formulas as (linguistic) categories. Lexical signsare classi�ed by category formulas, and the language model projected by a lexicon is determined bythe consequence relation induced on category formulas by their interpretation.In this logical model of language, (logical) proofs correspond to (linguistic) derivations, but suchsyntax serves just to calculate what is generated, not to de�ne it. Although syntax plays no def-initional role linguistically, from a computational linguistic point of view we are interested in theprocess of grammatical reasoning, and we propose to reinstate syntactic structure as the trace ofsuch processing. Addressing the question `What is the essential structure of the relevant kinds ofproofs?' yields a new answer to the question `What is syntactic structure?' under the slogan proofnets as syntactic structures. This provides a particularly vivid realisation of the notion of categorialsyntactic connection of Ajdukiewicz (1935) as a harmonic mutual connectivity of the valencies of thewords making up a sentence. We o�er a general methodology for the development of proof nets forpartially commutative categorial logics.Keywords: categorial grammar, categorial logic, linear logic, proof nets, type logical grammar1 IntroductionWhereas phrase structure grammar models language as a formal system, i.e. a set ofstrings, categorial grammar models language as a communicative system, i.e. a set ofsigns (form-meaning associations). Parse trees for CFG are concrete structures de�n-ing the equivalence classes of string rewriting derivations. Corresponding structuresfor categorial grammar must be deeper, since they incorporate also semantics. Herewe investigate the idea that those structures are proof nets, that proof nets are forcategorial grammar what parse trees are for CFG, hence our paradigmatic slogan:proof nets as syntactic structures.The syntactic calculus L of Lambek (1958) provides a logical model of languagewhich presents formulas as categories and proofs as derivations. The calculus, nowrecognizable as a multiplicative fragment of non-commutative intuitionistic linear logic(Girard 1987), has a sequent calculus free of structural rules, and a proof net syntaxwhich is more geometrical than that of linear logic, for the proof nets are planar(Roorda 1991; Abrusci 1995).Computationally, the proof nets provide the essential structure of derivations. Theypro�er no \spurious ambiguity"and support, for example, a prenormalisation allowingparsing to normal form semantic output without on-line �-conversion (Morrill 1997:25{30), and memoisation (Morrill 1996), something prohibitive under the shiftingpremises of hypothetical reasoning in other forms of categorial proof syntax.



2 Syntactic Connectivity1.1 Associative Lambek calculusLet us recall the (associative) Lambek calculus L. The category formulas F areconstructed from atomic category formulas A (atoms) by a product operator � andtwo directional divisors, n (\under"), and / (\over"), as follows:F ::= A j F�F j FnF j F=F (1.1)Lambek (1958, 1988) gives an algebraic interpretation in a semigroup (L;+), a setL closed under an associative binary operation + (we may think of the set of stringsover some vocabulary, and the operation of concatenation). Formulas are interpretedas subsets of L. Given an interpretation [[P ]] for each atom P , each category formulaA receives an interpretation [[A]] thus:[[AnB]] = fsj 8s0 2 [[A]]; s0+s 2 [[B]]g[[B=A]] = fsj 8s0 2 [[A]]; s+s0 2 [[B]]g[[A�B]] = fs1+s2j s1 2 [[A]] & s2 2 [[B]]g (1.2)Van Benthem (1991) gives a relational interpretation in a set V (we may think ofthe starting and ending moments of utterances). Formulas are interpreted as binaryrelations, i.e. as subsets of V �V . Given an interpretation [[P ]] for each atom P , eachcategory formula A receives an interpretation [[A]] thus:[[AnB]] = fhv2; v3ij 8v1; hv1; v2i 2 [[A]]! hv1; v3i 2 [[B]]g[[B=A]] = fhv1; v2ij 8v3; hv2; v3i 2 [[A]]! hv1; v3i 2 [[B]]g[[A�B]] = fhv1; v3ij 9v2; hv1; v2i 2 [[A]] & hv2; v3i 2 [[B]]g (1.3)A sequent � ) A comprises a succedent category formula A and an antecedentcon�guration � which is a non-empty �nite sequence of category formulas. A sequentA1; : : : ; An ) A asserts that for all algebraic interpretations, for all s1; : : : ; sn 2 L, ifsi 2 [[Ai]]; 1�i�n then s1+ � � �+sn 2 [[A]], and that for all relational interpretations, forall v0; : : : ; vn 2 V , if hvi�1; vii 2 [[Ai]]; 1�i�n then hv0; vni 2 [[A]]. The valid sequentsare those generated by the following sequent calculus (�(�) indicates a con�guration� with a distinguished subcon�guration �):a. A ) A id � ) A �(A) ) BCut�(�) ) B (1.4)b. � ) A �(B) ) CnL�(�; AnB) ) C A;� ) BnR� ) AnBc. � ) A �(B) ) C/L�(B=A;�) ) C �; A ) B/R� ) B=Ad. �(A;B) ) C�L�(A�B) ) C � ) A � ) B�R�;� ) A�B



Syntactic Connectivity 3Each connective has a rule of use in which it appears in the antecedent of the con-clusion sequent, and a rule of proof in which it appears in the succedent of theconclusion sequent; in every instance of these logical rule schemata there is exactlyone more connective occurrence in the conclusion than in the premises so that back-ward chaining proof steps involving these rules are complexity-reducing: trying toprove conclusions by proving the premises generates strictly simpler subgoals. Theidentity rule schemata id and Cut reect respectively the reexivity and transitivityof set containment. The id rule schema has zero premises, i.e. it is an axiom schema;the instances where A is a compound formula are derivable by the other rules fromatomic instances, hence id can be restricted to apply to atoms without altering theset of theorems generated. In the Cut rule schema the Cut formula A is duplicatedin the premises and the rule fails to be complexity-reducing in the sense of the log-ical rules. However, the calculus enjoys Cut-elimination: for every proof there is anequivalent Cut-free proof. This means that naive Cut-free backward chaining proofsearch constitutes a decision procedure for theoremhood. The Cut-elimination resulthas as a corollary the subformula property that every theorem has a proof containingonly its subformulas | namely any Cut-free proof.The calculus of Lambek (1988) adds to that of Lambek (1958) the empty string, ",the empty con�guration, �, and the product unit, I. The de�nition (1.1) of categoryformulas becomes (1.5).F ::= A j F�F j FnF j F=F j I (1.5)The product unit is interpreted algebraically as the set comprising the empty string,[[I]] = f"g, and relationally as the identity relation, [[I]] = fhv1; v2ij v1 = v2g. Thesequent rules for I are thus:) I IR �1;�2 ) A IL�1; I;�2 ) A (1.6)Lambek calculus provides a classi�catory framework for subcategorization whichsynchronizes naturally with Fregean semantics of incompleteness and compositional-ity. It provides for some proper treatment of quanti�cation, and for some action-at-a-distance. Still, from a linguistic point of view the possibilities of the Lambek calculusare extremely limited since it is a logic of only concatenation. Various applicationshave been targeted by formulating corresponding logic of discontinuity, including me-dial extraction, subject-oriented reexivisation, object-oriented reexivisation, quan-ti�cation, wrapping, gapping, pied piping, comparative subdeletion, plurals and VPellipsis (Moortgat 1988 pt. 3.3, 1990, 1991/96, 1996; Solias 1992; Morrill and So-lias 1993; Morrill 1994 chs. 4{5, 1995; Moortgat and Oehrle 1994; Calcagno 1995;Hendriks 1995; Morrill and Merenciano 1996; Carpenter 1998; J�ager 1997).1.2 DiscontinuityBy way of examples of discontinuity beyond the reach of L we consider extraction,and in situ binding. In (1.7) the relative pronoun binds a position which is medial inthe relative clause.(the dog) thati John gave ti to Mary (1.7)



4 Syntactic ConnectivityDe�ning the relative pronoun as R/(NnS) or R/(S/N) (where R is CNnCN) allowsit to bind only left or right peripheral positions: (1.7) is not generated. To deal withsuch cases, Moortgat (1988: 110) de�nes as follows a binary operator which we write"e:[[B"eA]] = fs1+s2j8s 2 [[A]]; s1+s+s2 2 [[B]]g (1.8)Assigning the relative pronoun to category R/(S"eN) allows both medial and (as-suming ") peripheral extraction, via the rule of proof (1.9).�1; A;�2 ) B "eR�1;�2 ) B"eA (1.9)Morrill (1992: 13{14) notes that such a treatment potentially accommodates oblig-atory extraction valencies:a. (the man) thati John assured Mary ti to be reliableb. *John assured Mary Bill to be reliable. (1.10)If the extraction valency of \assured" is marked by "e, a sequent corresponding to(1.10a) is valid while that for (1.10b) is invalid, as required. But a satisfactory ruleof use cannot be formulated, as observed by Moortgat (121{2), and, as pointed outby I. Sag (p.c.), in the absence of a rule of use it is impossible to actually derive allcases like (1.10a) since when the obligatory extraction valency verb is subordinate tosome functor, one needs to make use of the operator in the course of the derivation.Regarding in situ binding, in (1.11) the quanti�er phrase and reexive are in situbinders, taking scope respectively at the sentence and the verb phrase levels.a. John bought someone Fido.b. John bought himself Fido. (1.11)Moortgat (1991/96) introduces a ternary operator Q for which Morrill (1992: 15)o�ers the interpretation:[[Q(B;A;C)]] = fsj8s1; s3; [8s2 2 [[A]]; s1+s2+s3 2 [[B]]]! s1+s+s3 2 [[C]]g (1.12)Moortgat categorises quanti�er phrases and reexives as sentence and verb phrase insitu binders: Q(S, N, S) and Q(NnS, N, NnS) respectively. Cases such as (1.11) aregenerated by means of the rule of use (1.13).�(A) ) B �(C) ) DQL�(�(Q(B;A;C))) ) D (1.13)However, this time no satisfactory rule of proof can be given. Therefore, as pointedout by H. Hendriks (p.c.), a valid sequent such as (1.14), showing that a sentence insitu binder is also a verb phrase in situ binder, cannot actually be derived.Q(S, N, S) ) Q(NnS, N, NnS) (1.14)We make the following contributions. In section 2 we give proof nets for L+f"e; Qg.In section 3 we de�ne a pure sequent calculus (free of structural rules) for sorteddiscontinuity calculus in which "e and Q are de�ned operators. In section 4 we giveproof nets for this discontinuity calculus in general.



Syntactic Connectivity 52 Proof netsIn the following two subsections we describe classical linear logic, and proof nets forclassical linear logic. Subsections 2.3 and 2.4 review proof nets for the Lambek-vanBenthem categorial calculus, and for the Lambek calculus. Subsection 2.5 considersproof nets for the product unit; subsection 2.6 introduces proof nets for the medialdivisor; and subsection 2.7 introduces proof nets for the in situ bindor.2.1 Classical linear logicConsider formulas de�ned as follows.F ::= A j F 
F j F}F j F��F j F? (2.1)In the sequent calculus (2.2), sequents are of the form � ) � where con�gurations� and � are �nite sequences of formulas.a. idA ) A �1 ) �1; A A;�2 ) �2Cut�1;�2 ) �1;�2 (2.2)b. �1; A;B;�2 ) �PL�1; B;A;�2 ) � � ) �1; A;B;�2PR� ) �1; B;A;�2c. �; A;B ) � 
 L�; A
B ) � �1 ) A;�1 �2 ) B;�2
R�1;�2 ) A
B;�1;�2d. A;�1 ) �1 B;�2 ) �2}LA}B;�1;�2 ) �1;�2 � ) �; A;B}R� ) �; A}Be. �1 ) A;�1 B;�2 ) �2��L�1; A��B;�2 ) �1;�2 �; A ) B;� ��R� ) A��B;�f. � ) A;� ?L�; A? ) � �; A ) � ?R� ) A?;�We recognize for 
 (\times"), } (\par"), �� (\linear implication"), and ? (\perp")classical sequent rules for conjunction, disjunction, implication and negation respec-tively. Indeed, the only di�erence with respect to classical logic is that the structuralrules of contraction and weakening are not included. This calculus, multiplicativeclassical linear logic, enjoys Cut-elimination.Those properties of classical logic which do not depend on contraction and weak-ening are inherited by classical linear logic. For example, the negation is involutive,A?? , A:a. A ) A ?LA;A? ) ?RA ) A?? b. A ) A ?R) A?; A?LA?? ) A (2.3)



6 Syntactic ConnectivityAnd there are the following proofs of the two sides of the de Morgan law (A
B)? ,A?}B?:a. A ) A B ) B?R) A;A? ?L) B;B? 
R) A
B;A?; B?}R) A
B;A?}B? ?L(A
B)? ) A?}B? b. A ) A B ) B?LA?; A ) ?LB?; B ) }LA?}B?; A;B ) 
LA?}B?; A
B ) ?RA?}B? ) (A
B)? (2.4)The other de Morgan law, (A}B)? , A?
B?, is obtained similarly, and also theequivalence A��B , A?}B. Consequently, all formulas have a negation normalform for which they may be regarded as metalinguistic abbreviations; that is the wayclassical linear logic is usually presented but, for expository reasons, we do otherwisehere.12.2 Proof nets for classical linear logicIn sequent calculus each formula is situated with respect to an opposition, antecedent-succedent. In proof nets, each formula A will be correspondingly situated by signingit as of either input polarity, A�, or as of output polarity, A�. In order to de�ne proofnets we �rst de�ne a class of proof structures of which they are a subset. A proofstructure is a connected graph with nodes labelled by signed formulas, assembled outof the proof links given in �gure 1; in the identity links, X and X are A� and A� (ineither order). Each formula in a proof link (and a proof structure) is also labelledimplicitly as either a premise or a conclusion, or else as internal. We draw edges in sucha way that premises always look upwards and conclusions always look downwards; thelogical links each have two premises and one conclusion; the id axiom link has twoconclusions and no premises, the Cut link two premises and no conclusions.2We de�ne a signed formula tree to be a �nite tree with leaves labelled by signedatoms, each local tree of which is a logical link. A proof frame is a �nite sequence3 ofsigned formula trees. A proof structure is obtained from a proof frame by connectingcomplementary leaves with axiom links, and complementary roots with Cut links,in such a way that each leaf is connected to exactly one other, and each root to atmost one other. Alternatively viewed, proof structures are assembled by identifyingpremises and conclusions of proof links which are of the same signed formula; see�gure 2.A proof structure with input conclusions A1�; : : : ; An� and output conclusionsB1�; : : : ; Bm� is read as asserting that A1; : : : ; An ) B1; : : : ; Bm is valid. Thus, theproof structure of �gure 2 asserts N ) (N��S)��S, which is in fact true, but not allproof structures are correct; indeed 
 and } are not distinguished!1Furthermore, since e.g. �; A ) � if and only if � ) A?;� one may convert every sequent to an equivalentone-sided sequent, and work with a one-sided calculus but, for expository reasons, we retain the (more cumbersome)two-sided view.2We consider the premises of our proof links to be ordered, left and right, in the way they are drawn, even thoughthis is only needed in relation to planarity, considered later; to maintain a purely graph-theoretic view we shouldsay that there is an implicit directed edge between the premises of logical links.3Again, regarding this ordering see the previous note.



Syntactic Connectivity 7A�
GG

GG
GG

GG
B�

w w
w w
w w
w w

A�
GG

GG
GG

GG
B�

w w
w w
w w
w wA
B� A
B�A�

GG
GG

GG
GG

G B�
w w
w w
w w w

w w
A�

GG
GG

GG
GG

G B�
w w
w w
w w w

w wA}B� A}B�A�
GG

GG
GG

GG
B�

w w
w w
w w
w w

A�
GG

GG
GG

GG
B�

w w
w w
w w
w wA��B� A��B�A� A�A?� A?�Logical linksX X X Xid CutIdentity linksFig. 1. Proof links of classical linear logic



8 Syntactic Connectivity N�
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 - and }-output links the central node is the principal connective ofthe conclusion. In the 
 - and }-input links the central node is the de Morgan dualof the principal connective of the conclusion; this is because we regard input polarityas negating.4 In the ��-output link we see the disjunction and polarity propagationof the equivalence A��B , A?}B, and in the ��-input link we see the conjunctionand polarity propagation of the equivalence (A��B)? , A
B?.The original correctness criterion of Girard (1987), the long trip condition, is asfollows. Each 
 - and }-fork in an expanded proof structure is considered a switchwhich determines travel instructions according to which of two states it is in: opento the left (and closed to the right) or open to the right (and closed to the left).4That is, we adopt the point of view of one-sided sequents in which the antecedent is empty, which is the usualperspective of linear logic; but one could equally adopt the point of view of one-sided sequents in which the succedentis empty, which is the usual point of view of refutation, in which case we would regard output polarity as negating.
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 we go out through the closed premise, but entering the conclusion of} we go out through the open premise. Finally, when we arrive at a conclusion, wealso bounce, returning immediately in the direction from which we just came.A trip is a path through a proof structure according to a switching; note that oncebegun a trip extends deterministically. A trip is long if and only if it returns to itsstarting point having traversed each edge exactly once in each direction. A switchingde�nes a long trip if and only if there is some long trip for the switching; in view ofdeterminism and periodicity, a switching de�nes some long trip if and only if startinganywhere results in a long trip. A proof structure is correct, that is it is a proof net,if and only if every switching de�nes a long trip. A sequent � ) � is a theoremof the sequent calculus i� there is a proof net with input conclusions � and outputconclusions �.The proof nets, like the sequent calculus, enjoy Cut-elimination: for every proofnet there is an equivalent Cut-free proof net. This means that there is the followingdecision procedure for determining theoremhood via proof nets. Given a sequent



10 Syntactic Connectivity S� S�Fig. 4. Minimal circularityA1; : : : ; An ) B1; : : : ; Bm, construct the proof frame with conclusions A1�; : : : ; An�;B1�; : : : ; Bm� comprising the sequence of signed formula trees given by the followingrecursive unfolding:A� B�A
B� A� B�A
B� A� B�A}B� A� B�A}B� (2.5)A� B�A��B� A� B�A��B� A�A?� A�A?�Then test whether the long trip condition is satis�ed for some Cut-free proof structure(there are a �nite number) that can be built by putting axiom links on the proof frame.Testing the long trip condition as it stands is not attractive computationally sincein a proof structure with i }-links and j 
 -links there are 2i+j switchings to be tried.The situation is improved with the correctness criterion as formulated by Danos andRegnier (1989), which considers only switchings of }-links. For any given switching,a certain graph results by removing from an expanded proof net the edges betweeneach }-conclusion and its closed premise. The result of Danos and Regnier is that aproof structure is a proof net if and only if for every switching of }-links, the result ofremoving these edges is acyclic and connected. A direct application of this simpli�edcriterion requires only 2i switchings to be tried.The acyclicity part of the condition corresponds to the requirement of the binaryrules Cut, and 
R, }L and ��L (i.e. those with 
 as the central node of expandedlinks) that their premises be in di�erent subproofs, forbidding circularity such as thatof �gure 4. The connectedness condition corresponds to the requirement of the unaryrules 
L, }R and ��R (i.e. those with } as the central node of expanded links) thattheir premises be in the same subproofs.5 The Mix rule (2.6) allows that di�erentclassical proofs can always be combined into one.�1 ) �1 �2 ) �2Mix�1;�2 ) �1;�2 (2.6)Mix has characteristic axiom A
B ) A}B. If we admit Mix, we drop the con-nectedness requirement from the correctness criterion, and require just acyclicity forevery }-switching.5These intuitions regarding acyclicity and binary rules and connectedness and unary rules are attributed by P. deGroote (p.c.) to J. Gallier.



Syntactic Connectivity 11That every }-switching is acyclic can be expressed in the following simple manner(adapted from Lecomte and Retor�e 1995). Let us say that a vicious circle is a cyclicpath which never crosses in immediate succession the two premises of a }-link; thenevery }-switching of a proof structure is acyclic i� the proof structure contains novicious circle, i.e. if Mix is admitted:A proof structure is a proof net i� it contains no vicious circle. (2.7)Testing whether a proof structure contains a vicious circle is of polynomial timecomplexity. Furthermore, the criterion can be employed incrementally: it is su�cientto check with the addition of each successive axiom link just that no vicious circle iscreated through this new link. However, although checking is polynomial, the searchthrough alternative axiom linkings has no e�cient solution for classical linear logic,for which the problem of validation is NP-complete (Lincoln, Mitchell, Scedrov andShankar 1992).2.3 Lambek-van Benthem calculusConsider formulas de�ned as follows.F ::= A j F 
F j F��F (2.8)In the calculus (2.9) sequents are of the form � ) A where the antecedent con�g-uration is a sequence of formulas as before, but the succedent comprises exactly oneformula.a. idA ) A �1 ) A A;�2 ) BCut�1;�2 ) B (2.9)b. �1; A;B;�2 ) CP�1; B;A;�2 ) Cc. �; A;B ) C 
 L�; A
B ) C �1 ) A �2 ) B 
R�1;�2 ) A
Bd. �1 ) A B;�2 ) C��L�1; A��B;�2 ) C �; A ) B ��R� ) A��BWe recognize positive intuitionistic sequent rules for conjunction and implication;indeed, the only di�erence with respect to positive intuitionistic logic is that thestructural rules of contraction and weakening are not included. This is the Lambek-van Benthem categorial calculus LP: a multiplicative fragment of intuitionistic linearlogic; it enjoys Cut-elimination. Compared to classical linear logic, we see that thereis now only one (left-sided) permutation rule, since there are never two formulas in thesuccedent to which a right permutation rule could apply. All the rules are instances ofrules of the classical calculus, so every intuitionistic linear theorem is also a classicallinear theorem; in fact, an intuitionistic sequent is an intuitionistic theorem if and only
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wA��B� }A��B�Fig. 5. Logical proof links of LP and their expansionsif it is a classical theorem (Johnson 1996). This means we can de�ne intuitionisticproof nets as a special case of classical proof nets. We give the proof links in �gure 5.An LP signed formula tree is a �nite tree with atomic (signed) leaves each local treeof which is an LP logical link. An LP proof frame is a �nite sequence of LP signedformula trees. An LP proof structure is obtained by connecting complementary leaveswith axiom links and complementary roots with Cut links in such a way that eachleaf is connected to exactly one other and each root is connected to at most one other,and which has exactly one conclusion of output polarity. A proof structure with inputconclusions � and output conclusion A is read as asserting that � ) A is valid.As a correctness criterion, it is su�cient just to check that there is no vicious circle,



Syntactic Connectivity 13for the following reasons. In the classical system, axioms contain exactly one succedentformula, and if premise succedents contain at least one formula, then i) the conclusionsuccedent of Mix contains more than one formula, and ii) the left rules of permutation,times and linear implication each have the property that if some premise succedentcontains more than one formula, then the conclusion succedent contains more thanone formula. Consequently, every theorem of intuitionistic formulas proved usingMix contains more than one succedent formula, i.e. an intuitionistic sequent is anintuitionistic theorem if and only if it is a theorem of the classical system plus Mix.But this means we can forget about the connectedness requirement in the correctnesscondition. An LP proof structure is a proof net if and only if its expansion containsno vicious circle, and an LP sequent � ) A is a theorem of the sequent calculus i�there is a proof net with input conclusions � and output conclusion A.The LP proof nets enjoy Cut-elimination, thus there is the following decision pro-cedure for determining LP theoremhood by searching for Cut-free proof nets. Given asequent A1; : : : ; An ) A construct the proof frame with conclusions A1�; : : : ; An�; A�comprising the sequence of signed formula trees given by the following recursive un-folding:A� B�A
B� A� B�A
B� A� B�A��B� A� B�A��B� (2.10)Then test whether there is some proof structure that can be built by putting axiomlinks on the proof frame without creating any vicious circle.Since LP is a restriction of intuitionistic logic, each proof can be read as an intu-itionistic proof. The intuitionistic natural deduction proof, encoded as a linear termof �-calculus with function and pair types, is extracted from a proof net as follows.First, one associates distinct variables with each output implication link and distinctconstants with each input conclusion. Then, one starts travelling upwards at theunique output conclusion: going up into an output division (i.e. implication) link,�-abstract over the associated variable the result of going up into the output premise;going up into an output product (i.e. conjunction) link, pair the result of going upinto the premise for the �rst subformula with the result of going up into the premisefor the second subformula; going up into one premise of an id link, go down into theother premise; going down into one conclusion of a Cut link, go up into the otherconclusion; going down into an input division link, functionally apply the result ofgoing down into its conclusion to the result of going up into the other premise; goingdown into the premise for the �rst subformula of an input product link, take the �rstprojection of the result of going down into its conclusion; going down into the premisefor the second subformula of an input product link, take the second projection of theresult of going down into its conclusion; going down into an output division link,return the associated variable; and going down into an input conclusion, return theassociated constant. This extraction procedure is the same for all categorial productsand divisions, and we shall see examples in the context of linguistic application.



14 Syntactic Connectivity2.4 Lambek calculusThe (associative) Lambek calculus L, a multiplicative fragment of intuitionistic non-commutative linear logic, has the formulas and sequent calculus of (1.1) and (1.4).When we read � as 
 and both AnB and B=A as A��B, each rule is seen to be aninstance of an LP rule, so every theorem of L is also a theorem of LP when read inthis way, and for a proof structure to be a proof net it is necessary that there be novicious circle in the sense before. But this is no longer su�cient since in the absenceof permutation, order must be taken into account.Roorda (1991) addresses the ordering component in terms of a directional balanceby specifying that in output logical links the subformulas of the conclusion appearwith their left/right ordering switched in the premises. Then proof structures arerequired to be planar, and a (planar) proof structure is a proof net i� it satis�esthe long trip condition in the usual manner. Here, however, we will be concernedwith partial commutativity; it is not obvious how to systematically generalise thenotion of planarity to combine commutative and non-commutative systems, and weconsider instead an alternative correctness criterion based on uni�ability (Morrill1996). We will maintain the order switching of output unfolding, but do not requireproof structures to be planar. Rather, our aim is for both planarity (for the non-commutative connectives), and satisfaction of the long trip condition, to be entailedby satisfaction of a resolution criterion.In order to construe L in a manner uniformwith subsequent extensions, consider theinterpretation of L formulas that results from combining the algebraic and relationalmodels. Interpretation takes place with respect to a semigroup (L;+) and a set V .Formulas are interpreted as subsets of L � V � V . Given an interpretation [[P ]] foreach atom P , each category formula A receives an interpretation [[A]] thus:[[AnB]] = fhs; v2; v3ij 8s0; v1; hs0; v1; v2i 2 [[A]]! hs0+s; v1; v3i 2 [[B]]g[[B=A]] = fhs; v1; v2ij 8s0; v3; hs0; v2; v3i 2 [[A]]! hs+s0; v1; v3i 2 [[B]]g[[A�B]] = fhs1+s2; v1; v3ij 9v2; hs1; v1; v2i 2 [[A]] & hs2; v2; v3i 2 [[B]]g (2.11)The expansion of proof links will reect the binary relational quanti�cational struc-ture. Each node labelled by a formula will have two incident dashed edges referredto as its start and its end parameter edges. For an input formula the start comes onthe left and the end comes on the right; for an output formula this is reversed:start A� end end A� start (2.12)These parameter edges are connected to quanti�ers in the expanded proof structureswhich bind the parameters of formulas regarded as binary predicates. The proof linksof L are given in �gures 6 and 7. Just as before, an L signed formula tree is a �nitetree with atomic (signed) leaves each local tree of which is an L logical link. An Lproof frame is a �nite sequence of L signed formula trees and an L proof structure isthe result of connecting complementary leaves with axiom links and complementaryroots with Cut links in such a way that each leaf is connected to exactly one other,each root is connected to at most one other, and there is exactly one unconnectedroot of output polarity. An expanded proof structure has the annotation of �gure 8 onits conclusions A1�; : : : ; An�; A� in the proof frame. This corresponds to the meaningof a sequent A1; : : : ; An ) A with respect to binary relational interpretation: for allv0; : : : ; vn 2 V , if hvi�1; vii 2 [[Ai]]; 1�i�n then hv0; vni 2 [[A]].
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Fig. 9. Clash check and occurrence check violationsThe complementary atoms linked by axioms in proof nets can be seen as the coun-terparts of the complementary pairs in a (non-clausal) resolution proof. This givesrise to the following correctness criterion on parameter paths in proof structures.First, to each existential quanti�er we associate a new free variable, and to each uni-versal quanti�er we associate a Skolem term; note that polarities are the opposite ofwhat is usual since resolution proofs are refutations, i.e. negate succedent formulas,whereas proof nets negate antecedent formulas. A Skolem term is a new constant inthe case that the universal quanti�er is not dominated by any existential; otherwiseit comprises a new n-place function symbol with arguments the n variables of the ndominating existentials. Each axiom link requires the start and end parameters ofits two atoms to be uni�ed, and for a proof structure to be correct as a whole, theuni�cation problem de�ned by its axiom linkings must be solvable.We can show that the quanti�cational structure of a proof net is correct by exhibit-ing a uni�er, but we do not need to insist on such a constructive proof of uni�ability:the criterion only requires than such a uni�er exists. Uni�cation fails in two cases,clash: if we attempt to match a constant to a di�erent constant, or to match a struc-tured term to a structured term with a di�erent function symbol, or to a constant,or occurrence: if we attempt to match a variable to a structured term containing thisvariable. Let us de�ne a 89-cycle as a cyclic path alternating between universals anddominating existentials as shown in �gure 9 (the directionality, shown explicitly, isfrom premise to conclusion); thus we can test correctness of expanded proof structuresby the following purely graph-theoretic resolution criterion:No two distinct universals are connected by parameter edges (clash check)and there is no 89-cycle (occurrence check). (2.13)The idea is that the clash check and occurrence check together take the place of



18 Syntactic Connectivityplanarity and acyclicity requirements (in particular the notion of 89-cycle is highlysimilar to that of AE-cycle in Lecomte and Retor�e 1995, though the rational is entirelydi�erent) so that we can show that a proof structure is incorrect by identifying eithera clash check violation or an occurrence check violation.That the resolution criterion is necessary is immediate if for a proof structure tobe correct, it must be correct as a non-clausal resolution proof of classical logic. Thequestion arises as to whether the resolution criterion is also su�cient . If it is notone must do more to show correctness than just assure solvability of the uni�cationproblem de�ned by a proof structure, but we continue on the assumption that a proofstructure is a proof net i� it satis�es the resolution criterion.Given Cut-elimination for L proof nets, there is the following algorithm for decid-ing the validity of an L sequent A1; : : : ; An ) A. Construct the proof frame withconclusions A1�; : : : ; An�; A� comprising the sequence of signed formula trees givenby the following recursive unfolding:A� B�AnB� B� A�AnB� B� A�B=A� A� B�B=A� (2.14)A� B�A�B� B� A�A�B�Then test whether some proof structure can be built be adding axiom links whichcomplies with the resolution criterion.In �gure 10 we give an expanded proof net for the valid sequent N ) S/(NnS),a lifting theorem. It de�nes the uni�cation problem f0 = i; 1 = 1; i = 0; 2 = 2gwhich has solution f0=ig. In �gure 11 we give an expanded proof structure for theinvalid lowering sequent S/(NnS) ) N; there is a clash check violation on the outerparameter edges. Figure 12 shows a partial proof structure for the invalid sequent) (Sn(NnN))�S, in which the only parameter edge explicitly marked participates ina 89-cycle completed by the two directed edges.A categorial derivation de�nes a semantic construction, expressed by the typed �-term extracted as for LP proofs, giving the semantics of the expression derived interms of the semantics of its lexical signs. In the lifting example of �gure 10, thesemantic traversal yields the term �x(x a) where a is the semantics associated withthe N� conclusion.A categorial derivation also de�nes a prosodic construction giving the word order ofthe composite expression in terms of its lexical expressions. This is recovered from theparameter edges reecting relational interpretation thus: begin travelling up at thestart parameter of the unique output conclusion; this arrives at the start parameterof the �rst lexical expression making up the composite; continue travelling up at theend parameter of this input conclusion; this arrives at the start parameter of thesecond lexical expression making up the composite; continue travelling up at the endparameter of this input conclusion, and so on; the process ends by returning to theend parameter of the unique output conclusion. In the lifting example of �gure 10, theprosodic traversal begins at the start parameter of the output conclusion and followsthe right outermost parameter edge round to the existential and the left outermostparameter edge round to the start parameter of N�; travelling up at the end parameter
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Fig. 10. Proof net for liftingof N� we return down to the end parameter of the output conclusion. In fact wewrite proof nets on the page in such a way that in general this traversal visits theinput conclusions in left-to-right order in the case of continuity; but in the case ofdiscontinuity input conclusions will be revisited.2.5 Product unitIn the combined models the product unit is interpreted thus:[[I]] = fh"; v1; v2ij v1 = v2g (2.15)In proof structures I nodes, as nullary connectives, are left untouched, not connectedby axiom links; in the expanded proof links for I in �gure 13 the start and end pa-rameters are connected (identi�ed). In general this means that there may be morethan one quanti�er on parameter edges in proof frames. When this happens, it isthe outermost quanti�er which is relevant to axiom linking regulation; inner quanti�-cations are inert because their restriction is identity with the outer one. Thus termlabels for uni�cation are supplied to outermost quanti�ers on the parameter paths ofa proof frame. Semantically the product unit is interpreted by a singleton f1g.
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Fig. 11. Proof structure for lowering, with clash check violation2.6 Medial divisorIn the combined models the medial divisor "e is interpreted:[[B"eA]] = fhs1+s2; v1; v2ij 9v8s; hs; v; vi 2 [[A]]! hs1+s+s2; v1; v2i 2 [[B]]g (2.16)Proof links for the medial divisor are shown in �gure 14. Observe that the expan-sion of the output link is a systematic reection of the propositional and relationalquanti�cational structure of the interpretation, and that in the input link we �nd thede Morgan dual. For reasons of uniformity we continue the convention of switchingthe order of subformulas in output links, but the medial divisor will have non-planarproof nets.In �gure 15 we give the expanded proof net (abbreviating NnS to VP) for the medial
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24 Syntactic Connectivityform extraction are as follows:(� �)(intersect �)(intersect �xj�)(intersect �xj(� �))(intersect �xj(� � j))(intersect �xj(� � m j))(intersect �xj(give xj m j)) (2.18)Hence the semantic form of the sign is (intersect �xj(give xj m j)).In �gure 16 we give the expanded proof net (abbreviating (NnS)/VP to XVP) forthe obligatory extraction (1.10a), assuming (additional) type assignments:assures { assure: (((NnS)/VP)"eN)/NMary { m: Nto+be+reliable { reliable: VP (2.19)The uni�cation problem de�ned (omitting repetitions and equations of identi-cal terms) is fi = 5; j = 6(k); i = l; 1 = m; l = 5; k = 4g which has solutionf5=i; 5=l; 4=k; 6(4)=j; 1=mg. The sign generated has prosodic form that+John+-assures+Mary+to+be+reliable and the semantic form extracted is (intersect -�xj(assure m xj reliable j).A partial proof structure for the ungrammatical (1.10b) is given in �gure 17; theonly parameter edge explicitly marked mediates a clash between two universals.2.7 In situ bindorIn the combined models, the in situ bindor Q is interpreted:[[Q(A;B;C)]] = fhs; v2; v3ij 8s1; s3; v1; v4;[8s2; hs2; v2; v3i 2 [[A]]! hs1+s2+s3; v1; v4i 2 [[B]]]!hs1+s+s3; v1; v4i 2 [[C]]g (2.20)The proof links for the in situ bindor are shown in �gure 18. Again, the expansionsare a systematic reection of the interpretation, and for uniformity orderings of polaropposites are mirror images.In �gure 19 we give the (expanded) proof net (abbreviating (NnS)/N to TV) forthe in situ binding (1.11a) assuming type assignments (2.21).bought { buy: ((NnS)/N)/Nsomeone { �x9y[(person y) ^ (x y)]: Q(S, N, S)Fido { f: N (2.21)
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Syntactic Connectivity 29concatenation adjunction + of functionality L;L ! L. In the combined models wehave the following:[[A#B]] = fhs; v2; v3ij 8s1; s2; v1; v4; hs1; s2; v1; v2; v3; v4i 2 [[A]]!hs1+s+s2; v1; v4i 2 [[B]]g[[B"A]] = fhs1; s2; v1; v2; v3; v4ij hs; v2; v3i 2 [[A]]!hs1+s+s2; v1; v4i 2 [[B]]g[[A�B]] = fhs1+s+s2; v1; v4ij 9v2; v3; hs1; s2; v1; v2; v3; v4i 2 [[A]] &hs; v2; v3i 2 [[B]]g (3.2)We have, then, B"eA = (B"A)�I6 and Q(B;A;C) = (B"A)#C.We have already noted that giving sequent rules for categories of the variety B"Ais problematic: a category occurrence B"A in an antecedent would fail to indicatewhere one is meant to interpolate. Our analysis is that in the sequent calculus ofL a category occurrence signals two things: a resource, and the location of thatresource with respect to others. This double service can be maintained in view of thecontinuity of concatenation, but discontinuity requires a distinction between signalinga resource, and its locations of action, which may be multiple. In particular, B"A hastwo discontinuous components. Our solution is for a split string category formula toappear twice in a sequent, at its two loci of action. To mark that the two componentsare to be taken together as a resource, the occurrences are punctuated as roots, p .Sequents come in two kinds, those � with sort string succedents, which have stringantecedent con�gurations O, and those �2 with sort split string succedents, whichhave split string antecedent con�gurations O2:� ::= O ) F�2 ::= O2 )pF2O ::= � j F ;O j 1pF2;O; 2pF2O2 ::= O;pF2;O j O; 1pF2;O2; 2pF2;O (3.3)Observe that con�gurations have balanced occurrences of parenthesising punctuation1p and 2p . These mark the two components of split antecedent categories. In asequent with a split succedent category there is a p in the antecedent marking thesplit point, and around which the parenthesising is balanced. The sequent rules arethus:a. �(pA) ) pA �(B) ) C#L�(�(A#B)) ) C 1pA;�; 2pA ) B#R� ) A#B (3.4)b. � ) A �(B) ) C"L�( 1pB"A;�; 2pB"A) ) C �(A) ) B "R�(pB"A) ) pB"Ac. �( 1pA;B; 2pA) ) C�L�(A�B) ) C �(pA) ) pA � ) B�R�(�) ) A�B6The semantic types are not quite identical, but there is a 1�1 correspondence between elements of D andelements of D�f1g (and f1g!D).



30 Syntactic ConnectivityBy way of example, we assume the wrapping functor assignment (3.5) for the dis-continuous idiom `gave . . . the cold shoulder'.(gave, the+cold+shoulder) { shun: (NnS)"N (3.5)Then `John gave Mary the cold shoulder' is derived as follows:N ) N N ) N S ) SnLN, NnS ) S"LN, 1p(NnS)"N, N, 2p(NnS)"N ) S (3.6)The medial relativisation (1.7) is treated as follows:N ) N PP ) PP N ) N S ) S ) I R ) RnLN, NnS ) S/LN, (NnS)/PP, PP ) S/LN, ((NnS)/PP)/N, N, PP ) S "RN, ((NnS)/PP)/N, pS"N, PP ) pS"N �RN, ((NnS)/PP)/N, PP ) (S"N)�I /RR/((S"N)�I), N, ((NnS)/PP)/N, PP ) R (3.7)The obligatory extraction (1.10a) receives the sequent derivation (3.8).N ) N N ) N N, (NnS)/VP, VP ) S I ) I R ) R"LN, 1p((NnS)=VP)"N, N, 2p((NnS)=VP)"N, VP ) S "RN, 1p((NnS)=VP)"N, pS"N, 2p((NnS)=VP)"N, VP ) pS"N �RN, 1p((NnS)=VP)"N, I, 2p((NnS)=VP)"N, VP ) (S"N)�I�LN, (((NnS)/VP)"N)�I, VP ) (S"N)�I/LN, ((((NnS)/VP)"N)�I)/N, N, VP ) (S"N)�I /LR/((S"N)�I), N, ((((NnS)/VP)"N)�I)/N, N, VP ) R (3.8)The ungrammaticality of (1.10b) corresponds to the invalidity of the following:N ) N I ) N . . ."LN, 1p((NnS)=VP)"N, I, 2p((NnS)=VP)"N, N, VP ) S�LN, (((NnS)/VP)"N)�I, N, VP ) S/LN, ((((NnS)/VP)"N)�I)/N, N, N, VP ) S (3.9)In situ binding such as the quanti�cation in (1.11a) is derived thus:N, ((NnS)/N)/N, N, N ) S S ) S"RN, ((NnS)/N)/N, pS"N, N ) pS"N #LN, ((NnS)/N)/N, (S"N)#S, N ) S (3.10)Similarly, for the reexivisation (1.11b):



Syntactic Connectivity 31((NnS)/N)/N, N, N ) NnS N, NnS ) S"R((NnS)/N)/N, p(NnS)"N, N ) p(NnS)"N #LN, ((NnS)/N)/N, ((NnS)"N)#(NnS), N ) S (3.11)Finally, (1.14) is derived thus:N ) N N, NnS ) S S ) S"LN, 1p(NnS)"N, N, 2p(NnS)"N ) S "RN, 1p(NnS)"N, pS"N, 2p(NnS)"N ) pS"N #LN, 1p(NnS)"N, (S"N)#S, 2p(NnS)"N ) SnR1p(NnS)"N, (S"N)#S, 2p(NnS)"N ) NnS#R(S"N)#S ) ((NnS)"N)#(NnS) (3.12)This sequent methodology can be extended straightforwardly to include generalisa-tions of discontinuity such as those in Morrill and Merenciano (1996).4 Proof nets for sorted discontinuity calculusThe two incident parameter edges of the binary relational predication of formulas ofsort string are notated in expanded proof nets according to (2.12); the four incidentparameter edges of the quaternary relational predication of formulas of sort splitstring are notated in expanded proof nets according to (4.1):start1 end2 A� start2 end1 end1 start2 A� end2 start1 (4.1)The subscripts refer to the �rst (left) and second (right) string components of a splitstring; note that, again, the input and output orderings are mirror-images, whichpromotes visual symmetry. The expanded proof links for the discontinuity connectivesare given in �gure 20.Prosodic traversal visits split string conclusions twice. On the �rst occasion theparameter start1 of the �rst component of a split string input conclusion is visited,and travel continues up at the parameter end1; on the second occasion the parameterstart2 of the second component is visited, and travel continues up at end2; the materialvisited meanwhile is interpolated between the two components. Thus the result ofprosodic extraction for �gure 21 is John+gave+Mary+the+cold+shoulder. Theresult of semantic extraction is (shun m j).Again, the proof net methodology we have illustrated pro�ers prospects for exten-sion to partially commutative categorial logics in general.References[Abrusci 1995] Abrusci, Michele: 1995, `Noncommutative proof nets', in J.-Y. Girard, Y. Lafontand L. Regnier (eds.), Advances in Linear Logic, London Mathematical Society Lecture NoteSeries 222, Cambridge University Press, Cambridge, 271{296.[Ajdukiewicz 1935] Ajdukiewicz, Kazimierz: 1935, `Die syntaktische Konnexit�at', Studia Philosoph-ica 1, 1{27. Translated in S. McCall: 1967 (ed.), Polish Logic: 1920{1939, Oxford UniversityPress, Oxford, 207{231.
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Fig. 21. Proof net for `John gave Mary the cold shoulder' via a wrapping functor[van Benthem 1991] van Benthem, Johan: 1991, Language in Action: Categories, Lambdas andDynamic Logic, Studies in Logic, North-Holland, Amsterdam.[Calcagno 1995] Calcagno, M.: 1995, `A Sign-Based Extension to the Lambek Calculus for Discon-tinuous Constituency', Bulletin of the Interest Group in Pure and Applied Logics 3, 555{578.[Carpenter 1998] Carpenter, Bob: 1998, Lectures on Type-Logical Semantics, The MIT Press, Cam-bridge, Massachusetts.[Danos and Regnier 1989] Danos, Vincent and Laurent Regnier: 1989, `The structure of multiplica-tives', Archive for Mathematical Logic"28, 181{203.[Girard 1987] Girard, Jean-Yves: 1987, `Linear Logic', Theoretical Computer Science 50, 1{102.[Hendriks 1995] Hendriks, P.: 1995, Comparatives and Categorial Grammar, Ph.D. dissertation,Rijksuniversiteit Groningen.[J�ager 1997] J�ager, Gerhard: 1997, `Anaphora and Ellipsis in Type-LogicalGrammar',ms. Universityof Pennsylvania.[Johnson 1996] Johnson, Mark: 1996, `Natural deduction and proof nets in intuitionistic linear logic',ms. Brown University.[Lambek 1958] Lambek, J.: 1958, `The mathematics of sentence structure', American MathematicalMonthly 65, 154{170. Also in W. Buszkowski, W. Marciszewski, and J. van Benthem: 1988(eds.), Categorial Grammar, Linguistic & Literary Studies in Eastern Europe Volume 25, JohnBenjamins, Amsterdam, 153{172.[Lambek 1988] Lambek, J.: 1988, `Categorial and Categorical Grammars', in R. Oehrle, E. Bach andD. Wheeler (eds.)Categorial Grammars and Natural Language Structures, D. Reidel, Dordrecht,297{317.[Lecomte and Retor�e 1995] Lecomte, Alain and Christian Retor�e: 1995, `Pomset logic as an alterna-tive categorial grammar', in Glyn V. Morrill and Richard T. Oehrle (eds.), Proceedings of theESSLLI Conference on Formal Grammar, 181{196.



34 Syntactic Connectivity[Lincoln, Mitchell, Scedrov and Shankar 1992] Lincoln, P., J. Mitchell, A. Scedrov and N. Shankar:1992, `Decision problems for propositional linear logic', Annals of Pure and Applied Logic 56,239{311.[Moortgat 1988] Moortgat, M.: 1988, Categorial Investigations: Logical and Linguistic Aspects ofthe Lambek Calculus, Foris, Dordrecht.[Moortgat 1990] Moortgat, M.: 1990, `The Quanti�cation Calculus: Questions of Axiomatisation',in Deliverable R1.2.A of DYANA Dynamic Interpretation of Natural Language, ESPRIT BasicResearch Action BR3175.[Moortgat 1991/96] Moortgat, M.: 1991, `Generalised Quanti�cation and Discontinuous type con-structors', in Bunt and van Horck: 1996 (eds.)Discontinuous Constituency, Mouton de Gruyter,Berlin, 181{208.[Moortgat 1996] Moortgat, M.: 1996, `In situ binding; a modal analysis', Proceedings Tenth Ams-terdam Colloquium , Institute for Logic, Language and Computation, Amsterdam.[Moortgat and Oehrle 1994] Moortgat, M. and R.T Oehrle: 1994, `Adjacency, dependency and or-der',Proceedings Ninth Amsterdam Colloquium , Institute for Logic, Languageand Computation,Amsterdam, 447{466.[Morrill 1992] Morrill, G.: 1992, `Categorial formalisation of relativisation: pied piping, islands,and extraction sites', Report de Recerca LSI{92{23{R, Departament de Llenguatges i SistemesInform�atics, Universitat Polit�ecnica de Catalunya.[Morrill 1994] Morrill, G.: 1994,Type Logical Grammar: Categorial Logic of Signs, Kluwer AcademicPublishers, Dordrecht.[Morrill 1995] Morrill, G.: 1995, `Discontinuity in Categorial Grammar', Linguistics and Philoso-phy 18, 175{219.[Morrill 1996] Morrill, G.: 1996, `Memoisation of Categorial Proof Nets: Parallelism in Catego-rial Processing', Report de Recerca LSI{96{24{R, Departament de Llenguatges i Sistemes In-form�atics, Universitat Polit�ecnica de Catalunya. Also in M. Abrusci and C. Casadio: 1996 (eds.)Proofs and Linguistic Categories , CLUEB, Bologna, 157{169.[Morrill 1997] Morrill, Glyn: 1997, `Geometry of Language', Report de Recerca LSI{97{45{R, De-partament de Llenguatges i Sistemes Inform�atics, Universitat Polit�ecnica de Catalunya.[Morrill and Solias 1993] Morrill, G. and T. Solias: 1993, `Tuples, Discontinuity and Gapping', Pro-ceedings Meeting of the European Chapter of the Association for Computational Linguistics,Utrecht, 287{297.[Morrill and Merenciano 1996] Morrill, G. and Merenciano, J.M.: 1996, `GeneralisingDiscontinuity',Traitement Automatique des Langues 37, 2, 119{143.[Roorda 1991] Roorda, Dirk: 1991, Resource Logics: proof-theoretical investigations, Ph.D. disser-tation, Universiteit van Amsterdam.[Solias 1992] Solias, T.: 1992, Gram�aticas Categoriales, Coordinaci�on Generalizada y Elisi�on, Ph.D.dissertation, Universidad Aut�onoma de Madrid.


