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Abstract—Online travel and ticket booking is one of the top E-
Commerce industries. As they present a mix of products: flights,
hotels, tickets, restaurants, activities and vacational packages,
they rely on a wide range of technologies to support them:
Javascript, AJAX, XML, B2B Web services, Caching, Search
Algorithms and Affiliation; resulting in a very rich and hetero-
geneous workload. Moreover, visits to travel sites present a great
variability depending on time of the day, season, promotions,
events, and linking; creating bursty traffic, making capacity
planning a challenge. It is therefore of great importance to
understand how users and crawlers interact on travel sites
and their effect on server resources, for devising cost effective
infrastructures and improving the Quality of Service for users.

In this paper we present a detailed workload and resource
consumption characterization of the web site of a top national
Online Travel Agency. Characterization is performed on server
logs, including both HTTP data and resource consumption of the
requests, as well as the server load status during the execution.
From the dataset we characterize user sessions, their patterns and
how response time is affected as load on Web servers increases.
We provide a fine grain analysis by performing experiments
differentiating: types of request, time of the day, products, and
resource requirements for each. Results show that the workload
is bursty, as expected, that exhibit different properties between
day and night traffic in terms of request type mix, that user
session length cover a wide range of durations, which response
time grows proportionally to server load, and that response
time of external data providers also increase on peak hours,
amongst other results. Such results can be useful for optimizing
infrastructure costs, improving QoS for users, and development
of realistic workload generators for similar applications.

I. INTRODUCTION

Online Travel and ticket booking have become one of
the mayor E-Commerce industries. According to the 2008
Nielsen report on Global Online Shopping [1], Airline ticket
reservation represented 24% of last 3 month online shopping
purchases, Hotel reservation 16%, and Event tickets 15%;
combined representing 55% percent of global online sales in
number of sales. Popular travel sites such as Expedia, Orbitz
and Travelocity offer a mix of products including: flights,
hotels, cars, cruises and vacational packages; some sites even
include restaurants, activities and event tickets. Travel sites
generally work as intermediaries, e.g. for airline companies by
connecting themselves to Global Distribution Services (GDS)
providers such as Amadeus, Galileo or Sabre, via B2B XML
Web services. Depending on the product, the Travel site might
also act as the provider, managing the product inventory

themselves, to be used for regular users, affiliated sites, and
meta-crawlers.

To offer search results, e.g. flight availability, several
providers are queried and results are offered according to dif-
ferent algorithms of product placement in a resource intensive
operation. As some of this searches are costly —not only in
terms of resources— but by contract of the GDS services,
meta-crawling sites such as Kayak and Travel Fusion, scrap
travel websites simulating real user navigation in order to
compare results from different sites. This situation creates the
necessity to automatically identify and sometimes ban such
crawlers. One commonly used strategy across the industry
is to heavily rely on caching, to prevent excessive searches
from meta-crawlers and speed up results for users. Moreover,
visit to traffic sites might not depend only on their popularity
but to current year season, holydays, search engine ranking
(SEO), linking and the proximity of an event, such as a
concert. The variability of the traffic creates a bursty workload,
making workload characterization and modeling crucial for
devising cost effective infrastructures, preventing denial of
service, and improving users Quality of Service (QoS) across
the application.

Evaluation of Web application resource consumption re-
quires realistic workload simulations to obtain accurate re-
sults and conclusions. In this paper we take real production
logs from a top Online Travel Agency (OTA) and make a
complete characterization of both its client workload and the
resource consumption, observed in the 35+ physical node
cluster in which the application is deployed. The logs include
several million requests over a high load week of 2010, to
a 3-tier AJAX-enabled application implemented over popular
LAMP1 open-source technologies. Obtained server logs not
only include HTTP data but also a detailed accounting for the
resources consumed to process each request: CPU time in user
mode, CPU time in system mode, number of requests and total
access time to the database, time spent accessing external B2B
request, as well as the current web server load status.

The characterization of the workload is approached from
two different perspectives: firstly, the client workload pattern
is studied, considering the request arrival rate, session arrival
rate and workload pattern in a representative and generic 7
day access log. Secondly, the same 7 day log is studied from

1LAMP: Linux, Apache, MySQL, and PHP software
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the point of view of resource consumption and the effect of
server load on response time. The outcome of this study is
the complete characterization of both user access pattern and
non-simulated resource consumption of a Web application.
Moreover, the studied dataset presents several features not
present in most Web workload characterizations, such as the
dependency of external providers, database access and mix of
differentiated products (multi-application site). Resutls from
this paper will support the future building of a workload
generator that is able to simulate the real life characteristics
of complex workloads such as the one presented here.

The rest of the paper is structured as follows: Secion II
describes some of the main characterstics of the Web appli-
cation (II-A) used by the OTA, their execution environment
(II-B) and the datasets (II-C) made available to perform this
study. Section III describes the characterization of the web
workload, based in its transaction mix, intensity and burstiness.
Section IV analyses the source of response time for the studied
application. Section V studied how hardware resource are
consumed by the application. Finally, section VI shows the
related work and section VII the conclusions of our work.

II. SCENARIO

In this Section we provide details about the applications
hosted by the OTA, its deployment scenario, and the informa-
tion logged and collected for our workload characterization.

A. Applications characteristics

The application follows typical travel site structure such
as the one described in Section I, offering the following
products: flights, hotels, car, restaurants, activities, vacational
packages, and event booking. Some of the products inventories
are maintained internally e.g. restaurant booking, some are
completely external e.g. flights, and some products like hotels
are mix of internal and external providers. Access to the
external providers is performed via B2B Web services. The
company itself is also a B2B provider for some customers
and meta-crawlers, acting as their provider via a Web Service
API. The application relies on advanced caching rules, to
reduce request times and load generated by the external
transactions. The company’s main presence and clientele is in
Europe, while a small percentage of the visits are from South
America, and few from the rest of the world. It is important
to remark that the site is a multi-application Web site. Each
product has its own independent code base and differentiated
resource requirements, while sharing a common programming
framework.

B. Computing Infrastructure

The studied OTAs infrastructure is composed of about 35
physical servers running GNU/Linux, connected via Gigabit
switches, including: a set of redundant firewall and load-
balancer servers acting as entry points and SSL decoders;
about 15 dynamic web servers; 5 static content servers; 2
redundant file servers, 8 high end database servers including
masters and replicas running MySQL; plus auxiliary servers

for specific functions such as monitoring and administrative
purposes. Web servers characterized in this study have double
dual core Intel Xeon processors, 8G RAM and SATA hardisks.
The web application runs on the latest version of PHP on
Apache web servers; load is distributed using a weighted
round-robin strategy by the firewalls according to each server
capacity. Access to databases is balanced by using DNS round-
robin rules for replica servers, most of the READ/WRITE
strategy and data consistency is performed in the application
itself, which also caches some queries in memory and local
disc. Static content such as images and CSS is mainly served
by Content Distribution Networks (CDNs), to reduce response
time on the client end; the rest of the static content is served by
servers running lighttpd and are not part of this study. In our
previous work [20] we have identified that for every requested
page dynamic page, about 13 static resources are accessed in
average.

There are several caching mechanisms in place, for web
content: there is a reverse-proxy caching static content gen-
erated by the dynamic application running Squid; there is a
per-server caching web template caching; distributed memory
key-value storage, database query cache and scheduled HTML
page generators. The log file use in this study is produced by
the PHP dynamic application. At the end of each executing
script, a log line is generated with execution information and
resource usage, detailed in the next section.

C. Dataset Properties

The main dataset used in the next experiments, consists of
transactions collected over a period of one week, from Monday
03/01/2010 2AM to Monday 03/08/2010 2AM, containing
19,221,382 total dynamic requests, representing 3,269,428
distinct sessions, and 15,488 different pages (non-ambiguous
URLs). The dataset is generated by the PHP dynamic appli-
cation, at the end of each executing script code was added
to record regular HTTP data: access time, URL, referring
URL, client IP address, HTTP status code, user agent (type
of browser), replying server. Data from the application itself:
total processing time, nom-ambiguous user session id, real
page requested (some URLs might be ambiguous or perform
different actions), accessed product, type of request (AJAX,
Administrative, etc), CPU percentage, Memory percentage and
total memory, CPU time both in system and user mode, total
database time, total external request time. As well as current
the current server load and number of Apache processes. We
have also had access to the Apache logs and monitoring system
for the same week and other random weeks, these auxiliary
logs have been used to validate, explain obtained results and
seasonality effect. Notice that the studied dataset does not
include pages that were cached by the reverse proxy or by
the users browser. There is a slight cut in the dataset, where
the log generator was stopped during Friday’s night, but it
should not affect global results.
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Fig. 1. Traffic volume intensity (relative to peak load). - 1 week
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Fig. 2. New user sessions intensity (relative to peak load). - 1 week

III. WORKLOAD CHARACTERISTICS AND
DESCOMPOSITON

Figures 1 and 2 show the traffic pattern for the studied
dataset, including number of hits (Figure 1) and number of
user sessions started (Figure 2) over one week, grouped in
30-minute periods. Notice that data has been anonymized
through being normalized to the peak load observed for each
metric. As it can be observed that a problem with the logging
infrastructure caused a short period of no information that can
be clearly observed in Figure 2.

As it can be observed in Figure 1, the traffic decreases
over the night, until it starts growing again soon after 7am
in the morning. It keeps growing until noon, when it slightly
decreases. Finally the workload intensity starts increasing
again over the afternoon until it reaches its maximum around
9pm. Over the night, the traffic volume decreases until it finally
reaches the beginning of the cycle again. Notice that client
requests are conditioned by the response time delivered by the
web application (next request in a user session is not issued
until the response corresponding to the previous request is not
received). For this reason, we made sure that the while logs

i a b c
1 8.297 0.002157 1.134
2 8.072 0.002325 4.232
3 0.1572 0.009136 1.542
4 0.04958 0.01732 2.356
5 0.02486 0.02197 2.045

R-Square: 0.9701

TABLE I
VARIABLES OF THE NORMALIZED REQUEST RATE FUNCTION

were collected no severe overload conditions took place in
the web infrastructure, but still capturing the a representative
volume of traffic for a normal day in the online travel agency.
We followed the same approach to characterize not client
requests, but new web sessions in the system, that is, the
number of new clients connecting to the system. The relevance
of this measure, when taken in non-overloaded conditions, is
that reveals the rate at which new customers enter the system.
We also grouped data into 1 minute periods, that can be seen
in Figure 2. As expected, per-session data follows the same
trends observed for the per-request study, but with a smoother
shape.

The mean page view for the whole week is 6.0 pages per
session, with 6:48 minutes spent on the site, an average of
3.0s response time for dynamic page generation, and 8MB
of RAM memory consumption. Recall that the highest traffic
is on Mondays and decreases to the weekend. The opposite
effect is observed on average page views as well as the time
spent on the site; they both increase during the week, peaking
at the weekend, from: 5.82 and 6:40 on Mondays to 6.27 and
7:31 on Sundays, page views and time spent respectively.

f(x) =

5∑
i=1

ai ∗ sin(bi ∗ x+ ci) (1)

The characterization of the normalized shape of the mean
request rate for a 24h period, in 1 minute groups can be done
following the Sum of Sines expression found in Equation 1,
with the parameters described in Table I.

A. Workload Mix and Intensity

The workload is composed of several different request types,
and for each page view that the user finally sees on his
browser, several dynamic requests may have been executed.
In the studied dataset we have identified the following request
categories: Regular user page 46.8%, AJAX 19.8%, dynami-
cally generated Javascript 16.6%, HTTP redirect page 9.1%,
Administrative 4.5%, internal scheduled batch 3.1%, API Web
Service 0.04%, and Extranet 0.02%. It is an important feature
of this dataset (and probably other real-life logs) that less than
50% of the total dynamic requests correspond to user clicks
on their browsers.

Figure 3 shows the fraction of dynamic traffic volume that
corresponds to different types of request categories, focus-
ing on most relevant ones: Regular, AJAX, Redirects and
JavaScript contents. As it can be observed, AJAX content
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Fig. 3. Traffic mix over time (transaction type) - 1 week

Application Percentage
App 1 27%
App 2 17%
App 3 15%
App 5 6%
App 6 5%
Other 23%

TABLE II
PERCENTAGE OF REQUESTS PER APPLICATION

fraction is mainly correlated to site’s load, as such traffic
is usually generated by human-generated actions (e.g. auto-
completion of forms when indicating flight origin and desti-
nation airports during a search). During low traffic periods,
basically overnight, most of the traffic is identified as regular
pages. Night traffic also involved most of the internal batch
and crawler activities.

A brief analysis on the number of crawler requests and
meta-crawlers by analyzing the agent field (the reported
browser type) identifying themselves as such; our findings
indicate that the number of bot requests is about 15% of the
total traffic. This is consistent with previous work on a similar
dataset 3 years before [19], that identified between 10% and
15% total bot content. Even more traffic may correspond to
crawlers and meta-crawlers assuming that some might simulate
being a real user when accessing the site, that would show a
growing trend in the proportion of automated bot traffic.

Table II shows traffic distribution across anonymized prod-
ucts (applications) offered by the OTA described in II-A. As it
can be observed, almost 60% of the overall traffic come from
only three applications, representing the most popular products
of the company. Although each application is implemented
independently, they share a common code base (e.g. user
logging and shopping cart). Such common activity is not
included in the specific per-application traffic volume, and is
considered as a separate application by itself, corresponding
to App 3, 15% of the total requests; this distribution is site
specific.

Next step in the workload characterization is to study the
per-session characteristics of the OTA visitors. Each session
is started when a new visitor comes into the system, and is
identified through a single identifier in the workload trace.
We will look at four different session-specific characteristics:
number of different products visited during the session, num-
ber of different pages visited per session, number of hits per
session (notice that a hit can be initiated by a user click
or by Javascript events such as auto-complete controls), and
the session length. For each one of these characteristics, we
construct a CDF chart as shown in Figure 4. Each CDF is
built from the information collected during the lifetime of all
the sessions started within a 30 minutes period. Recall that the
completion time of a session can be much later than the end
of the 30 minutes period. We have explored 4 different time
ranges for each property, selecting time ranges corresponding
to 4 points of time with different traffic characteristics, includ-
ing night, morning, afternoon and evening traffic. The selected
time ranges are 5:00am to 5:30am, 11am to 11:30am, 4:00pm
to 4:30pm, and 10:00pm to 10:30pm. It can be seen from
the Figures that all properties remain unchanged for all time
ranges except for the night one. Session characteristics are ap-
proximately the same for morning, afternoon and evening time
ranges, but a clear difference can be seen for the night (5am)
traffic. Notice that the OTA is international, most of the traffic
come from European countries located within the time zones
with a maximum of 2h of difference. Obviously, the different
characteristics of the nightly traffic come from the fact that
the many sessions are initiated by non-human visitors (bots),
including crawlers and meta-crawlers. This result supports the
results presented before in Figure 3. Daytime (10pm) CDFs
can be approximated using the probability distributions and
parameters listed in Table III.

Our study concluded that 75.03% of the sessions only
contained 1 hit, that is, the user only accessed 1 page, and
then just quit the OTA site. This is mainly due to many visitors
reaching the site through external banners that redirect them to
espcial landing pages, and many of these users do not continue
browsing the OTA site after this initial page. In the building
of the CDFs, 1-click sessions were excluded as we want to
study customer’s characteristics; 1-click sessions are included
in the rest of the experiments.

Figure 4(a) shows number of different pages visited per
session (notice that a page is a unique URL here). Most users
visit few pages during a session, and they may remain in one
single page running searches or browsing the OTA catalog.
Some users visit up to 14 pages in one single session, but that
is the least of them. Figure 4(b) shows number of hits per
session, with half of the visitors producing 10 or less requests
to the OTA site. Notice that a request can be initiated by a
user click, or by an AJAX action, such as field auto-completion
in search forms. A significant percentage of visitors produce
many more requests, reaching a few tenths in many cases.
Figure 4(c) shows number of products visited per session.
As the OTA site contains several different products, each one
associated to a particular web application, we were interested
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in studying how many different products were visited by each
individual session. It can be seen that around 50% of the
customers are interested in only two different products, but
in some cases 8 or even more products may be visited in
one single session. Finally, Figure 4(d) shows session length
CDF, showing that while most visitors sessions last only a
few minutes, some of them may be active for several hours.
That may be explained by users coming back to the OTA site
quite often over a long period of time, or by the presence of
crawlers that periodically poll the OTA site contents.

Finally, we look at the burstiness properties of the workload,
paying special attention to the session arrival rate and its
changes over time. For such purpose, we have characterized
the Index of Dispersion for Counts (IDC) of the entire
workload as well as for a shorter time period which presents
stationary properties. The IDC was used for arrival process
characterization in [11], and has been leveraged to reproduce
burstiness properties in workload generators in [5]. IDC was
calculated by counting sessions started in 1 minute periods In
a first step, we characterized the IDC for session arrival rate
for the full dataset, covering one week period. The result for
this step is shown in Figure 5(a). In a second step we picked
the stationary period shown in Figure 5(c), corresponding to a
500 minutes high-load period, and characterized its burstiness
through its IDC, as shown in Figure 5(b). Both figures indicate,
given the high value of IDC observed, that the workload
shows a high degree of burstiness as it is expected for any
web workloads. And it remains true at both scales, including
one week of processed data and a short and clearly stationary
period of logged data.

IV. RESPONSE TIME ANALYSIS

In the following section we perform an analysis on response
time: how it varies during the day, how it is affected by server
load, how it affects the different applications, and finally it
effects on user behavior. Total response time for a request is
the time it takes Web servers to start sending the reply over
the network to the user’s browser. It is important to notice
that in the OTA’s application, output buffering is turned on for
all requests, so no data is sent over the network until the full
request is processed and gzipped, if supported by the user’s
browser. There is an additional time for the browser to render
the final webpage, but it is not present in our dataset and is
not part of this study as it deals with the actual HTML and
media content.

A. Response Time Decomposition

From the available dataset, response time can be decom-
posed into: CPU time in system mode, CPU in user mode
(including I/O times), database wait time, and external request
wait time. Figure 6 presents the total response time for the
complete dataset grouped by hour of the day. If we contrast
it with Figure 1, by each daily period it can be seen clearly
that response time increases with the total number of requests.
Figure 6 also divides total time by the different resources,
where the database response time also increases at peak
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hours. External request response time is not affected in the
same proportion. CPU in system mode is not plotted on the
graph as it was too low in comparison to the rest of the
features; however it also presented noticeable higher response
times at peak load. At peak time, from 18 to 22hrs, as Web
server process more requests, they also present some resource
contention due to high load average detailed in the next
section.

B. Response Time and Server Load

The next section analyzes how response time is affected as
the load on the Web servers increases. To measure server load,
we take the load average system value present in most UNIX
systems [10], recall that the value of the load average is related
to the number of scheduled jobs pending to be processed by
the CPU. Load average is a very extended, simple, but accurate
value for measuring current load on a server; in this study we
use load averaged to 1 minute —opposed to 5 or 15 minutes—
to have higher detail. To understand how loaded is a server by
the load average, it is important to notice that each Web server
has 2 CPUs with 2 cores each (described in II-B), giving a
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Pages per Session
Log-normal µ = 1.37536;σ = 0.60544
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Log-normal µ = 2.05272;σ = 1.00659
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Log-normal µ = 1.01541;σ = 0.457558

TABLE III
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total of 4 cores per server; as a rule of thumb, after 4 units
of load average servers are considered overloaded (1 for each
core).

Figure 7 presents the load average of the servers during
the one week dataset. If we compare Figures 1 and 7 we can
correlate how load average is affected directly by the number
of concurrent requests on a given time, and that it follows the
daily request pattern.

In Figure 8 we plot response time (Y axis) and load average
(X axis) for the most popular applications, Apps 1 through 6
and the average ALL for all applications. Load average starts
from 0, being the least busy value, to 10, the maximum value
recorded on our dataset. From Figure 8 it can be appreciated
that response time increases almost linearly as server load
increases. From load 0 to 10, it increases almost to 10x in
ALL for all applications, and up to 25x for App 2.

Response time increases with server load for three main
reasons: server resource starvation (less dedicated system
resources for a request), external B2B requests increased
response time (low QoS), and contention between resources
(jobs waiting for blocked resources).

For server resource starvation, Figure 9 shows how the
percentage of CPU assigned by the OS to a specific Apache
thread (request) reaches a maximum at load 2 (saturation
point), and then starts decreasing leading to higher response
time values. The same effect happens with the percentage of
assigned memory, Figure 10, plots how memory percentage to
Apache threads decreases very steeply from load 2.

As for external resource QoS, Figures 11 and 12 shows
the response time for database queries and external B2B
requests respectively. In Figure 11 we can see how the
database response time also increases 3x in average for all
applications, and up to 8x for App 2, which has a higher
database usage. Figure 12 shows the average response time
to external requests, we can see that App 2 is affected highly
by the QoS of the external provider(s), while for App 1 it
stays constant. The effect on App 2 is caused by the external
providers getting overloaded at similar day times, than the
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Fig. 12. External Request Time by Load for Different Applications

analyzed site; while the QoS for App 1 is stable at the sites
peak hours.

It is important to notice that the less affected application
by server load, is App 3, it is clear from Figures 11 and 12
that it does not rely on database or external requests, having
the lowest response time increase, 2.5x. The other extreme,
App 2, is heavily affected by both the database and external
request times. An important feature from the last figures, if
we zoom into the graph, is that the best response time is not
at load 0, but is between load 0 and 1, as at load 0 (mainly
at night time) cache hit rate is lower which leads to slightly
higher times, although not comparable to high load average.

C. Sever load effect on Users

In the previous subsection, we have established how re-
sponse time increases as load on servers increases following
a linear trend. Response time has a direct impact on user
behavior on the site, Figure 13 shows how the average number
of clicks decreases as load and consequently, response time
increases. This is consistent with previous works on user
behavior [7], [21].

V. RESOURCE CONSUMPTION

Figure 14 shows resource consumption distribution across
anonymized applications.

When modeling sessions and requests they also have differ-
ent characteristics and resource requirements. Figure 15 shows
the different resource percentage used by each type of requests.

In Figure 16 we pick the most popular product of the OTA
company and characterize the interaction of its code with
both the database tier and external providers of information.
The characterization is done by building the CDF of each
metric, what can be approximated using the functions seen
in Table IV.

All the services related to this product require accessing
at least once at the DB tier. Figures 16(a) and 16(b) show
the CDF of the number of DB queries per request and the
time spent per request waiting for the result of DB queries.
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Fig. 13. Number of Clicks by Load

Fig. 14. Percentage of Resources by Application

Recall that this information corresponds only to the most
popular product of the OTA. As it can be observed, 50% of the
requests issue 1 or 2 queries to the DB tier, and around 80%
of the requests require less than 10 queries to complete. But
a significant fraction of the requests produce complex results
and require a large number of DB queries to be completed,
reaching more than one hundred DB requests in some cases.
Looking at the time spent waiting for data from the DB tier,

Fig. 15. Percentage of resource usage by request type
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Fig. 16. CDF of resource consumption for most popular product during an stationary, high load, 500 minutes period

Metric Model Parameters
DB Time Weibull a = 30141.4; b = 0.251286

DB Queries Generalized Pareto k = 0.61979;σ = 4.65092;µ = −0.1
Ext. Provider Time Logistic µ = 6.17049e+ 07, σ = −191940

TABLE IV
DB AND EXTERNAL TIME CDF FITS FOR MOST POPULAR PRODUCT

most of the requests exhibit just a couple of seconds of DB
query waiting time, but some cases can reach up to nearly 40s
of DB time. Notice that some OTA operations may require
complex optimization operations, as well as may provide a
long list of results based on user search parameters.

Looking at the interaction between the OTA and external
information providers, it has been observed that the proba-
bility of accessing an external provider follows a Binomial
distribution with parameters n = 1, 125, 969; p = 0.1306 for
App1. For those requests that did involve access to an external
site, Figure 16(c) show the CDF of the time spent waiting and
processing the information provided by the external source. As
it can be derived from this information, caching techniques
are effectively used for this application, avoiding in many
cases (more than 75%) the cost of gathering information from
external providers. For the cases in which accessing an external
provider is required, the process is usually completed in less
than 20s.

VI. RELATED WORK

In the context of Web workload analysis, there are few
published studies based on real e-commerce data, mainly
because companies consider HTTP logs as sensitive data.
Moreover, most works are based on static content sites, where
the studied factors were mainly: file size distributions, which
tend to follow a Pareto distribution [2]; and file popularity
following Zipfs Law [2], [12], [24]. Also, works such as [13]
have studied logs from real and simulated auction sites and
bookstores; there are no studies that we know about which
are concerned with travel sites, like the one studied here,
where most of the information comes from B2B providers
and have a different behavior. Other works come to the same
conclusions, but from the point of view of generating repre-
sentative workload generators, such as [3] for static workloads

and [6] and [16] for dynamic applications. None of these
studies looked in detail at a complex multi-product Web 2.0
application in production of the scale of what is studied in this
paper.

Similar work was conducted in [8] but following a black
box approach for the enterprise applications, not exclusively
web workloads, meaning that they shown no information about
the nature and composition of the studied applications. Their
work was data-center oriented, while our work is application-
centric.

Recent studies have performed similar workload character-
izations as the one presented here. In [4] Benevenuto et al.
characterizes user behavior in Online Social Networks and
Duarte et al. in [9] characterizes traffic in Web blogs. Previous
work on the characterization of collaborative web applications
was conducted in [23]. Although both the blogosphere and
the OTA application used in our work are similar in the sense
that they are user-oriented, user behavior is different in these
scenarios. Moreover a more detailed analysis is presented in
this paper, as the site is multi-application, and applications are
further subdivided to perform a separate analysis by day, type
of request, applications, as well as the resource consumption
by each.

Few studies present both a characterization of workload
and resource consumption. In [17] Patwardhan et al. perform
a CPU Usage breakdown of popular Web benchmarks with
emphasis on networking overhead, identifying that network
overhead for dynamic applications is negligible, while not
for static content. In [25] Ye and Cheng present a similar
characterization of resource utilizations as the one presented
here, but for Online Multiplayer Games. In this paper we also
cover how response time affects user behavior in session length
and number of clicks, validating results from previous studies
[7], [21].
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While [11], [5], [14] and [15] discuss about the need
of stationarity of arrival processes to study and character-
ize workload burstiness, in [22] the authors work on non-
stationary properties of the workloads to improve performance
prediction. In our work, we have leveraged the techniques
presented in some of these studies to characterize workload
burstiness in stationary periods, but have not extended this
work.

VII. CONCLUSIONS

In this paper we have presented a workload and resource
consumption characterization for an Online Travel Agency.
We were given access to a large dataset including millions
of records for over one week of web activity, including
workload information as well as delivered response time,
and resource consumption levels observed on the underlying
infrastructure. The online site is developed following modern
technologies commonly used in the Web 2.0. In our work we
decomposed the workload to create a clear picture of products
(applications), unique pages, request types, system resources,
interactions with databases, and external web services such as
Global Distribution Services (GDS).

Results have been grouped into three categories: work-
load characterization, including transaction mix, intensity and
burstiness; response time decomposition, showing sources
of delay and effects of server load on response time and
user clicks; and resource consumption, distinguishing be-
tween applications, putting emphasis to databases and external
providers. Results show that the workload is bursty, as ex-
pected, that exhibit different properties between day and night
traffic in terms of request type mix, that user session length
cover a wide range of durations, that response time grows
proportionally to server load, that response time of external
data providers also increase on peak hours, and that automated
crawler traffic is increasing and can represent more than 15%
of total traffic, amongst other results.

As future work we plan to build a synthetic workload gen-
erator that mimics the studied application to model resource
usage and bottlenecks. We also plan to analyze further, how
response time affects user satisfaction and what would be
the optimal server configuration to improve user QoS, while
minimizing server costs by using techniques such as dynamic
server provisioning [18].
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